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Abstract
We study the nonlocal bistable equation that arises from a variational problem for binary materials with nonlocal constitutive relations. Using the singular perturbation approach we prove the existence of 1-, 2-, and 3-layer stable stationary solutions in one dimension for a class of nonlocality. For some other nonlocality we show the non-existence of non-constant stable solutions. We also present some numerical simulations of the equation in two dimensions.

1 Introduction

The theory of continuum mechanics postulates a set of constitutive relations when a particular material is studied. These relations give the inter-dependences among various phase fields that describe the material. They turn the mass, energy, momentum conservation laws to well posed evolution equations.

In the classical continuum mechanics theory, the constitutive relations are assumed to be local. One phase field variable at a place and a time depends on the other variables and/or their derivatives at the same place and the same time. Examples of such relations are pointwise linear (or nonlinear) strain-stress
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relations of elastic solids and pressure-density-temperature relations of the ideal, Abel and van der Walls gases.

This classical theory is however inadequate when more complex materials, such as martensites and di-block copolymers, are studied. These materials often have fine microstructures. The study of such materials require that we extend the classical theory to let nonlocal expressions enter their constitutive relations. In an earlier paper [7], we considered a single nonlocal constitutive relation, which can serve as a prototype for more sophisticated models. There we had two phase fields, the energy density of the continuum denoted by $e$ and a general phase field $u$.

The general phase field $u$ characterizes the state of the material. For two-component composite materials like copolymers, $u$ is often the relative concentration of one of the two components. The total energy of the material is defined to be

$$ I = \int_{\Omega} e(x) \, dx. $$

(1.1)

where $\Omega$ is the domain of the Euler or Lagrange coordinate $x$.

In order to see the constitutive relation between $e$ and $u$, we first recall the expression for the total energy in terms of the phase field $u$ from [7]

$$ I(u) = \frac{1}{4} \int_{\Omega} \int_{\Omega} J(x, y)(u(x) - u(y))^2 \, dx \, dy + \int_{\Omega} W(u(x)) \, dx. $$

(1.2)

We refer to [4, 5] for a derivation of this model by a statistical mechanics argument. The process is also summarized in [7].

We then rewrite (1.2) in an alternative form

$$ I(u) = \int_{\Omega} \left[ -\frac{1}{2} J[u]u + \frac{j}{2} u^2 + W(u) \right] \, dx $$

(1.3)

where

$$ J[u](x) = \int_{\Omega} J(x, y)u(y) \, dy, \quad j(x) = \int_{\Omega} J(x, y) \, dy. $$

(1.4)

Mathematically $J$ behaves as a kernel and $J[\cdot]$ is an integral operator. Comparing (1.1) and (1.3) we find the nonlocal constitutive relation

$$ e = -\frac{1}{2} J[u]u + \frac{j}{2} u^2 + W(u). $$

(1.5)

We now treat (1.2) or (1.3) as a variational problem. Stable configurations of the material are to be found as local minimizers of $I$. They satisfy the Euler-Lagrange equation

$$ -J[u] + j u + f(u) = 0, $$

(1.6)

where $f = W'$. The dynamic counterpart of this model studied in this paper will simply be the negative $L^2$ gradient flow of $I$

$$ u_t = J[u] - j u - f(u). $$

(1.7)
At this point we make a comparison to a local theory of Allen-Cahn [2] where the total energy is set to be

$$\int_{\Omega} \left( \frac{1}{2} |\nabla u(x)|^2 + W(u(x)) \right) \, dx,$$

whose corresponding negative $L^2$ gradient flow is

$$u_t = \Delta u - f(u) \text{ in } \Omega, \quad \frac{\partial u}{\partial \nu} = 0 \text{ on } \partial \Omega.$$  \hspace{1cm} (1.9)

There is some resemblance between our nonlocal model (1.2)-(1.7) and the local Allen-Cahn model (1.8)-(1.9). At a formal level one can see (1.8) as a limiting case of $I$ as a non-negative, translationally invariant $J$ shrinks to a delta function (see e.g. [7]). We will often point out similarities and differences between these two models in this paper.

The choice of $J$ and $W$ in $I$ dictate the behaviors of the local minimizers of $I$ and the solutions of (1.7). Several choices of $J$ are possible. Regarding the sign of $J$, the simplest case is that $J(x, y) \geq 0$ for all $x, y \in \Omega$. As was derived in [4], it also makes sense to study the $J$’s that change sign on $\Omega \times \Omega$. The latter case is used e.g. when we apply this theory to di-block copolymers (see [11]).

$J$ is always symmetric, in the sense $J(x, y) = J(y, x)$ for all $x, y \in \Omega$. However there are the first case that $J$ is translationally invariant, i.e. $J(x, y) = J(x - y)$, which corresponds to the situation where the environment outside the boundary has no effect on the behavior of the energy density $e$, and the second case that $J$ is not translationally invariant, which corresponds to the situation where the environment outside the boundary interacts with the material and brings some contribution to $e$.

The local part of the energy, $W$, is non-convex in this paper. One particular case of interest is when $W$ has two global minima at, say $-1$ and $1$. In this paper we will only consider small perturbations of this special case.

The study of equation (1.7) was initiated by Bates, Fife, Ren and Wang in [3] where only the non-negative, translationally invariant $J$’s are considered. In that case one can find traveling wave solutions of (1.7), very much like in the Allen-Cahn equation (1.9). Later in [6], we found unstable stationary solutions of homoclinic type for the same kind of $J$. In [4], Bates and Chmaj studied the case that the effect of $J$ is much weaker than that of $W$ and found stable stationary solutions which are “pinned” to the zeros of $f$ and discontinuous across arbitrarily prescribed interfaces. They also studied a discrete analogy of $I$ in [5].

This paper continues the work started in [7]. We assume that $J$ can be roughly separated into two scales. When $|x - y|$ is at the smaller scale, say of magnitude $\epsilon$, $J$ is positive and of the order $1/\epsilon^d$, where $d$ is the dimension of $\Omega$. When $|x - y|$ is at a scale larger than $\epsilon$, $J$ is of order $\epsilon$. This separation of scales enables us to take up a singular perturbation approach to the variational problem $I$. We base our work on the theory of $\Gamma$-convergence of De Giorgi [8]. When the theory is applied to $I$, Alberti and Bellettini [1] provides a key
convergence result. Physically, the behavior of $J$ for small $|x - y|$ penalizes wide oscillation for any configuration $u$. But the unspecified behavior of $J$ for larger $|x - y|$ leads to various interesting patterns of $u$. Local minima constructed this way all take values near the two minima of $W$, and often oscillate between these two values, therefore leaving transitional regions. In one dimension such regions are characterized by a finite set of points. In a neighborhood, whose width is of order $\epsilon$, around such a point a local minimum of $I$ sees its value change from one minimum value to another minimum value of $W$. In two dimensions our numerical computation often finds the transitional regions to be a set of curves whose width is of order $\epsilon$. Again a local minimum of $J$ changes its value from one minimum value to another minimum value of $W$ as it crosses such a curve.

For more specific examples of materials modeled by functionals of type (1.2) we refer to the papers of Ren and Truskinovsky [10] that studied martensites, and of Ren and Wei [11] that studied di-block copolymers.

This paper is organized as follows. In Section 2 we summarize the main results obtained in [7] and indicate where we will go from there. In Section 3 we rigorously construct stable solutions of (1.6) in one dimension. Then in Section 4 we present some numerical simulations of (1.7) in two dimensions.

2 A review of the $\Gamma$-convergence approach

We first precisely formulate the two scales in $J$. Assume that

$$J(x, y) = J_s^* (|x - y|) - \epsilon J^l (x, y) = \frac{1}{\epsilon^2} J^s \left( \frac{|x - y|}{\epsilon} \right) - \epsilon J^l (x, y).$$

(2.1)

where $J_s^* (|x - y|) = \frac{1}{2} J^s \left( \frac{|x - y|}{\epsilon} \right)$ describes the behavior of $J$ at $|x - y| = O(\epsilon)$ and $\epsilon J^l (x, y)$ the behavior of $J$ at $|x - y| = O(1)$. Four conditions on $J^s$ and $J^l$ are imposed.

H1 The short range effect is translationally invariant, even and penalizes oscillation, i.e. $J^s (-r) = J^s (r) \geq 0$, $\int_{R^d} J^s (|x|) \, dx > 0$.

H2 On the growth of $J^s$ we assume $\int_R J^s (r) \, dr < \infty$, $\int_R |r| J^s (r) \, dr < \infty$.

H3 $J^l$ is symmetric, i.e. $J^l (x, y) = J^l (y, x)$. The function $j^l (x) = \int_{\Omega} J^l (x, y) \, dy$ is in $L^\infty (\Omega)$.

H4 The operator $J : u \rightarrow J[u]$ is compact from $L^2 (\Omega)$ to itself. This condition is satisfied if, e.g., $J \in L^2 (\Omega \times \Omega)$.

Note that at this point the sign of $J^l$ is not specified. The local term $f$ is continuous and allowed to have an expansion in $\epsilon$, $f = f_0 + \epsilon f_1$. Let $W(s) = \int_{s-1}^s f(r) \, dr$. In terms of $\epsilon$, $W = W_0 + \epsilon W_1$, where $W_0 (s) = \int_{s-1}^s f_0 (r) \, dr$ and $W_1 (s) = \int_{s-1}^s f_1 (r) \, dr$. The conditions on $f$ are imposed on $W$.

H5 $W_0$ is a double well function of equal depth. So $W_0 (s) \geq 0$ for all $s \in R$, and only when $s = \pm 1$, $W_0 (s) = 0$, i.e. $\int_{-1}^1 f_0 (r) \, dr = 0$. 

4
H6 The growth rate of \( W_0 \) is at least quadratic, i.e. there exists \( C > 0 \) such that \( W_0(s) \geq Cs^2 - C \) for all \( s \in \mathbb{R} \).

H7 The growth rate of \( W_1 \) is at most quadratic, i.e. there exists \( C > 0 \) such that \( |W_1(s)| \leq C|s|^2 + C \) for all \( s \in \mathbb{R} \).

H8 For small \( \epsilon \), \( \frac{\epsilon(x)^2}{2} + W(s) \) is convex in \( s \) for all \( x \).

The conditions H1-8 will hold throughout this paper. The last condition, H8, may seem strange. It is actually quite important, for it provides the well-posedness of \( I \). For example only under this condition the functional \( I \) is weakly lower semi-continuous. It also guarantees that solutions of (1.6) are continuous.

In connection with the form of \( J \) set in (2.1), we denote the functional \( I \) defined in (1.2) by \( I_\epsilon \) to stress the dependence on the perturbation parameter \( \epsilon \).

Proposition 2.1 \( I_\epsilon \) of (1.2) defines a functional: \( L^2(\Omega) \rightarrow \mathbb{R} \), with the following properties.

1. There exists a constant \( c \) independent of small \( \epsilon \) so that for every \( u \in L^2(0,1), I_\epsilon(u) \geq \epsilon c \).

2. There exists \( C > 0 \), independent of small \( \epsilon \), so that \( \|u\|_2 \leq CI_\epsilon(u) + C \).

3. For small \( \epsilon \), \( I_\epsilon \) is weakly lower semi-continuous on \( L^2(\Omega) \).

4. \( I_\epsilon \) has a global minimum if \( \epsilon \) is small.

5. On any convex \( X \subset L^2(\Omega) \), for small \( \epsilon \) there exists \( u_X \in X \) such that \( I_\epsilon(u_X) = \inf_{u \in X} I_\epsilon(u) \).

Proof. See [7], Proposition 2.1.

Under this setting, we can take a singular perturbation approach to the study of \( I_\epsilon \). It turns out that the functional \( \epsilon^{-1} I_\epsilon \) has a well defined singular limit \( K + I' \). This limit is defined on \( L^2(\Omega) \), though only for \( u \in BV(\Omega, \{-1,1\}) \), \( (K + I')(u) \) is finite. Here \( BV(\Omega, \{-1,1\}) \) is the space of functions of finite variation with the range \( \{-1,1\} \). The formal definition of \( K \) is

\[
K(u) = \begin{cases} 
\frac{c_0 \|Du\|_{L^2(0,1)}}{2} & \text{if } u \in BV(\Omega, \{-1,1\}) \\
\infty & \text{otherwise} 
\end{cases}
\]  

(2.2)

\( I' \) is the \( \epsilon \) perturbation part of \( I_\epsilon \). For \( u \in L^2(\Omega) \),

\[
I'(u) = -\frac{1}{4} \int_0^1 \int_0^1 J'(x,y)(u(x) - u(y))^2 \, dx \, dy + \int_0^1 W_1(u) \, dx 
\]  

(2.3)

\[ = \int_0^1 \frac{1}{2} J'(u)u - \frac{s^2}{2} + W_1(u) \, dx. \]
Here \( \|Du\| \) is the absolute value of the distributional derivative \( Du \) of \( u \), regarded as a finite nonnegative measure on \( \Omega \). \( \|Du\| (\Omega) \) is the size of \( \Omega \) under this measure. Intuitively this is twice the combined area of the hyper-surfaces in \( \Omega \) that divide the region \( \{ x \in \Omega : u(x) = -1 \} \) from the region \( \{ x \in \Omega : u(x) = 1 \} \).

The constant \( c_0 \) depends on the solution of
\[
-J^* s_* U + \left( \int_R J^* (r) \, dr \right) U + f_0(U) = 0 \quad \text{in } R, \quad U(\pm \infty) = \pm 1.
\]
The existence and uniqueness, up to translation, of such a solution is shown in [3]. Then \( c_0 \) is a positive number equal to
\[
\frac{1}{4} \int_R \int_R J^*(y, r) (U(y) - U(r))^2 \, dy \, dr + \int_R W_0(U(r)) \, dr.
\]

The next proposition describes the convergence from \( \epsilon^{-1} I_\epsilon \) to \( K + I^l \).

**Proposition 2.2** \( \epsilon^{-1} I_\epsilon \) \( \Gamma \)-converges to \( K + I^l \) as \( \epsilon \to 0 \) in the following sense.

1. For every \( \{u_\epsilon\} \subset L^2(\Omega) \) with \( \lim_{\epsilon \to 0} u_\epsilon = u \) in \( L^2(\Omega) \),
\[
\liminf_{\epsilon \to 0} \epsilon^{-1} I_\epsilon(u_\epsilon) \geq (K + I^l)(u);
\]
2. For every \( u \in L^2(\Omega) \cap BV((\Omega), \{-1, 1\}) \), there exists a family \( \{u_\epsilon\} \subset L^2(\Omega) \) such that \( \lim_{\epsilon \to 0} u_\epsilon = u \) in \( L^2(\Omega) \), and
\[
\limsup_{\epsilon \to 0} \epsilon^{-1} I_\epsilon(u_\epsilon) \leq (K + I^l)(u).
\]

**Proof.** See [7], Proposition 2.2. \( \square \)

The most important property we will use from the \( \Gamma \)-convergence theory is that around every strict local minimum of \( K + I^l \) there exists a local minimum of \( I_\epsilon \). Let us denote an open ball in \( L^2(\Omega) \) of radius \( \delta \) around a function \( u_0 \) by \( B_\delta(u_0) \).

**Proposition 2.3** Let \( \delta > 0 \) and \( u_0 \in L^2(\Omega) \) be such that \( (K + I^l)(u_0) < (K + I^l)(u) \) for all \( u \in B_\delta(u_0) \) with \( u \neq u_0 \). Then for small \( \epsilon \) there exists \( u_\epsilon \in B_{\delta/2}(u_0) \) with \( I_\epsilon(u_\epsilon) \leq I_\epsilon(u) \) for all \( u \in B_{\delta/2}(u_0) \). In addition \( \lim_{\epsilon \to 0} \|u_\epsilon - u_0\|_2 = 0 \).

**Proof.** See [7], Proposition 2.4. \( \square \)

In [7] after establishing the general \( \Gamma \)-convergence theory for \( I_\epsilon \), we turned our attention to the case \( \Omega = (0, 1) \). Then every member \( u \in BV((0, 1), \{-1, 1\}) \) can be identified by a set of points where \( u \) jumps between \(-1\) and \( 1 \). More precisely, let
\[
A_N = \{ u \in BV((0, 1), \{-1, 1\}) : \frac{\|Du\|(0, 1)}{2} = N \}, \quad (2.4)
\]
the set of functions with $N$ jumps. This set can be further divided into $A_N^{-1}$ and $A_N^1$.

$$A_N^1 = \{ u \in A_N : u(x) = -1, \text{ if } x \text{ is between } 0 \text{ and the first jump point of } u \}$$

$$\cong \{ (\xi_1, \xi_2, ..., \xi_N) : 0 < \xi_1 < \xi_2 < ... < \xi_N < 1 \}$$

$$A_N^{-1} = \{ u \in A_N : u(x) = 1, \text{ if } x \text{ is between } 0 \text{ and the first jump point of } u \}$$

$$\cong \{ (\xi_1, \xi_2, ..., \xi_N) : 0 < \xi_1 < \xi_2 < ... < \xi_N < 1 \}$$

Note $A_0^{-1} = \{-1\}$ and $A_0^1 = \{1\}$. Now we have a mutually disjoint decomposition

$$BV((0, 1), \{-1, 1\}) = \cup_{N=0}^{\infty}(A_N^{-1} \cup A_N^1).$$

The next proposition shows that every local minimum of $I^l$ restricted on one of the $A_N^\pm$'s is also a local minimum of $K + I^l$ on $L^2(0, 1)$. Therefore finding local minima of $K + I^l$ becomes a minimization problem on a union of finite dimensional spaces $A_N^\pm$.

**Proposition 2.4** If $\chi \in A_N^\pm$ is a strict local minimum of $I^l$ restricted on $A_N^\pm$, then $u$ is a strict local minimum of $K + I^l$ defined on $L^2(0, 1)$.

**Proof.** We only consider the case $\chi \in A_N^{-1}$. Take a function $u \in B_\delta(\chi) \subset L^2(0, 1)$, $u \neq \chi, \delta$ to be specified later. If $u \in A_N^{-1}$, then $(K + I^l)(u) > (K + I^l)(\chi)$ by the assumption of this proposition. If $u \in L^2(0, 1) \backslash BV((0, 1), \{-1, 1\})$, then $\infty = (K + I^l)(u) > (K + I^l)(\chi)$. We now consider the remaining case $u \in BV((0, 1), \{-1, 1\}) \backslash A_N^{-1}$. In this case $\frac{\|Du\|_2}{2}$, the number of jumps $u$ has, is either $\geq N + 1$ or $\leq N - 1$. The sub-case $\frac{\|Du\|_2}{2} \leq N - 1$ does not happen by a property of BV-functions (see [9] Theorem 1, p. 172): If $u_n \to \chi$ in $L^1$ then

$$\liminf_{n \to \infty} \|Du_n\|(0, 1) \geq \|D\chi\|(0, 1) = 2N.$$ 

So if we choose $\delta$ small, $\frac{\|Du\|_2}{2}$ cannot be less than or equal to $N - 1$. In the sub-case $\frac{\|Du\|_2}{2} \geq N + 1$,

$$(K + I^l)(u) \geq c_0(N + 1) + I^l(u)$$

$$= (K + I^l)(\chi) + I^l(u) - I^l(\chi) + c_0$$

$$> (K + I^l)(\chi)$$

if $\delta$ is chosen small enough, by the continuity of $I^l$. □

This proposition is used in combination with Proposition 2.3 to find local minima of $I_l$ near members of $A_N^\pm$. Since a member of $A_N^\pm$ jumps between $-1$ and $1$ $N$ times, any local minimum of $I_l$ found near such a member must have $N$ layers located around the jump points of the member of $A_N^\pm$.

In $A_N^{\pm 1}$ the lone element element $\pm 1$ is a local minimum. To find local minima in other $A_N^{\pm 1}$, we identify every $u \in A_N^{\pm 1}$, $N \geq 1$ by its jump points, $\xi_1$, $\xi_2$, ..., $\xi_N$. Then $(K + I^l)(u) = c_0N + I^l(u)$ can be expressed as a function of
\( \xi_i \). The partial derivatives of this function can be calculated as in [7] to obtain

\[
\frac{\partial I^I(u)}{\partial \xi_i} = \begin{cases} 
(1)^i 2 J^I[u] (\xi_i) + (1)^i \int_{-1}^1 f_1(r) dr, & u \in A_N^{-1} \\
-(1)^i 2 J^I[u] (\xi_i) - (1)^i \int_{-1}^1 f_1(r) dr, & u \in A_N^1. 
\end{cases} \tag{2.7}
\]

However solving \( \frac{\partial I^I(u)}{\partial \xi_i} = 0 \) for general \( J^I \) is by no means easy. In [7] we only took a very special \( J^I \), which was used in the work of Ren and Truskinovsky [10]. We assumed

\[
J^I(x,y) = \frac{1}{\gamma(e^{\gamma} - e^{-\gamma})} \left[ \cosh\left( \frac{x+y-1}{\gamma} \right) + \cosh\left( \frac{|x-y|-1}{\gamma} \right) \right], \quad \gamma > 0 \tag{2.8}
\]

which is Green’s function of the linear differential equation \(-\gamma^2 v'' + v = u\), \( v'(0) = v'(1) = 0 \). We also needed the condition

\[
-2 < \int_{-1}^1 f_1(r) dr < 2. \tag{2.9}
\]

Then we proved (Theorem 2.7 in [7])

**Theorem 2.5** Let \( J^I \) be defined by (2.8) and \( f_1 \) satisfy (2.9). For each positive integer \( \nu \) we can find \( \delta > 0 \) and \( \chi_N^{\delta,1} \in A_N^{\delta,1}, N = 1,2,\ldots,\nu, \) such that

1. \( \{B_3(\chi_N^{-1}), B_3(\chi_N^{\delta}) : N = 1,2,\ldots,\nu\} \) is a family of \( 2\nu \) mutually disjoint open balls in \( L^2(0,1) \);

2. for small \( \nu \), there exist a local minimum \( u_N^{-1} \) of \( I_\nu \) in \( B_3(\chi_N^{-1}) \) and a local minimum \( u_N^{\delta,1} \) in \( B_3(\chi_N^{\delta}) \), for \( N = 0,1,\ldots,\nu, \) satisfying

\[
\lim_{\nu \to 0} \|u_N^{-1} - \chi_N^{\delta,1}\|_2 = 0 \text{ and } \lim_{\nu \to 0} \|u_N^{\delta,1} - \chi_N^{\delta,1}\|_2 = 0.
\]

Here \( \chi_N^{\delta,1} \in A_N^{\delta,1} \) are the local minima of \( I^I \). Because of the specialty of \( J^I \), it was proved in [7] Section 2, that the \( N \) jump points \( \xi_i \) of \( \chi_N^{\delta,1} \) are regularly distributed on \((0,1)\), in the sense that

\[
2\xi_1 = \xi_3 = \xi_5 = \xi_4 = \ldots, \quad \xi_2 = \xi_1 = \xi_4 = \xi_3 = \xi_6 = \xi_5 = \ldots \tag{2.10}
\]

The \( \xi_i \) of \( \chi_N^{-1} \) is the unique solution of

\[
[1 - \frac{1}{2} \int_{-1}^1 f_1(r) dr \tanh\left( \frac{\xi_i}{\gamma} \right)] = [1 + \frac{1}{2} \int_{-1}^1 f_1(r) dr \tanh\left( \frac{1}{\gamma} \right) - \xi_i], \tag{2.11}
\]

and the \( \xi_i \) of \( \chi_N^{\delta} \) is the unique solution of

\[
[1 + \frac{1}{2} \int_{-1}^1 f_1(r) dr \tanh\left( \frac{\xi_i}{\gamma} \right)] = [1 - \frac{1}{2} \int_{-1}^1 f_1(r) dr \tanh\left( \frac{1}{\gamma} \right) - \xi_i]. \tag{2.12}
\]

In the next section we will consider \( J^I \) more general than (2.8). We hope to find multiple interface local minimizers of \( I_\nu \) as perturbations of local minimizers of \( I^I \) in \( A_N^{\delta,1} \) with \( N \) jump points. We can not expect the jump points of the local minima of \( I^I \) to be regularly distributed as in (2.10). The function \( J^I \) defined in (2.8) is positive on \((0,1) \times (0,1)\). In the next section we will consider both the case that \( J^I \geq 0 \) and the case that \( J^I \) changes sign.
3 Stationary solutions on (0,1)

In this section we consider $J^l$ not of the form (2.8). First is the rather trivial case of the existence of almost constant local minima of $I_\epsilon$.

**Theorem 3.1** For sufficiently small $\epsilon$, $I_\epsilon$ has a local minimum close to $-1$ and a local minimum close to 1.

*Proof.* In $A_{\pm 1}$ the lone element $u = \pm 1$ is trivially a local minimum. The theorem then follows from Propositions 2.4 and 2.3. □

However local minima of $I_\epsilon$ with layers, i.e., local minima close to some members of $A_{\pm 1}^N$, $N \geq 1$, are much harder to find. To make the problem more tractable, we assume that $J^l$ is translationally invariant and even, in the sense $J^l(x, y) = J^l(x - y) = J^l(y - x)$. This excludes any influence to $u$ from the outside of the region $\Omega$. So $u$ only interact with itself. $u(x)$ is less affected by $u$ elsewhere when $x$ is close to the boundary of $\Omega$. We also need a counterpart of (2.9), which is

$$|\int_{-1}^{1} f_1(r)dr| < 2 j^l(0) = 2 \int_{-1}^{1} J^l(x)dx. \tag{3.1}$$

Then we compute the second derivative (the Hessian matrix) of $I^l$ with respect to $\xi_i$. Following (2.7) we find

$$\frac{1}{2} \frac{\partial^2 I^l(u)}{\partial \xi_i \partial \xi_j} = \begin{cases} (-1)^i [-J^l(\xi_i) + \sum_{k \neq i} (-1)^{k+1} 2 J^l(\xi_k - \xi_i) + (-1)^N J^l(1 - \xi_i)], & \text{if } i = j \\ 2(-1)^{i+j} J^l(\xi_i - \xi_j), & \text{if } i \neq j \end{cases} \tag{3.2}$$

We first consider the case that $J^l \geq 0$. Therefore the entire kernel $J(r) = J^l(r) - \epsilon J^l(r)$ typically changes sign once for small $\epsilon$.

**Theorem 3.2** Let $J^l$ be continuous, with $J^l \geq 0$ on $(-1, 1)$, and $J^l > 0$ on $[-1/2, 1/2]$. If (3.1) holds, then for small $\epsilon$, $I_\epsilon$ has a local minimum near a member of $A_{-1}^1$ and a local minimum near a member of $A_{1}^1$.

*Proof.* Based on Propositions 2.4 and 2.3, we need only to find zeros of (2.7) that make (3.2) positive definite. In $A_{-1}^1 \partial I^l(u)/\partial \xi_1 = 0$ becomes

$$\int_{0}^{\xi} J^l(y)dy = \int_{0}^{1-\xi} J^l(y)dy + \frac{1}{2} \int_{-1}^{1} f_1(r)dr. \tag{3.3}$$

Denote the left side of (3.3) by $l_1(\xi)$, the right side by $r_1(\xi)$. Note that by (3.1)

$$0 = l_1(0) < r_1(0) = J^l(0) + \frac{1}{2} \int_{-1}^{1} f_1(r)dr,$$

$$\frac{1}{2} \int_{-1}^{1} f_1(r)dr.$$
Therefore $\xi_1$ is a local minimum. Thus there is a critical point corresponding to $\xi_1$. Note that if $\int_{-1}^{1} f_1(r) \, dr = 0$, then $\xi_1 = \frac{1}{2}$. The same argument applies to the case $A_{1}^{-1}$.

**Theorem 3.3** In addition to the assumptions on $J^i$ in Theorem 3.2 if we assume that $J^i$ is strictly decreasing on $(0, 1)$, then for small $\epsilon I$, there is a local minimum near a member of $A_{2}^{-1}$ and a local minimum near a member of $A_{2}^{1}$.

**Proof.** We only consider the case $A_{2}^{-1}$. Look for a solution $u$ that has the symmetry $\xi_1 = 1 - \xi_2$, then the two equations $\partial H^i(u) / \partial \xi_i = 0$, $i = 1, 2$, reduce to one

$$- \int_0^{\xi_1} J^i(y) \, dy + \int_0^{1-2\xi_1} J^i(y) \, dy - \int_{1-2\xi_1}^{1-\xi_1} J^i(y) \, dy = - \frac{1}{2} \int_{-1}^{1} f_1(r) \, dr. \quad (3.4)$$

Denote the left side of (3.4) by $l_2(\xi_1)$. Then $l_2(0) = J^i(0)$,

$$l_2(\frac{1}{2}) = -2 \int_{0}^{1/2} J^i(y) \, dy < -j^i(0),$$

since $J^i$ is strictly decreasing on $(0, 1)$. Thus by (3.1) (3.4) has a solution $\xi_1 \in (0, 1/2)$. The Hessian (3.2) for the critical point $\chi_2^{-1}$ is

$$\begin{bmatrix}
J^i(\xi_1) + 2J^i(\xi_2 - \xi_1) & J^i(1 - \xi_1) \\
-2J^i(\xi_2 - \xi_1) & J^i(1 - \xi_2) + 2J^i(\xi_2 - \xi_1) - J^i(\xi_1)
\end{bmatrix}.$$ 

(3.5)

It is easily verified that (3.5) is positive definite, thus $\chi_2^{-1}$ is a local minimum.

**Theorem 3.4** In addition to the assumptions in Theorem 3.3 we assume that $\int_{-1}^{1} f_1(r) \, dr = 0$ and $J^i(1/4) > 2J^i(1/2)$. Then for small $\epsilon I$, there is a local minimum near a member of $A_{3}^{-1}$, and a local minimum near a member of $A_{3}^{1}$.

**Proof.** We consider the case $A_{3}^{-1}$. Look for a zero of (2.7) in the form $\xi_1 \in (0, 1/2), \xi_2 = 0, \xi_3 = 1 - \xi_1$. The three equations $\partial H^i(u) / \partial \xi_i = 0$, $i = 1, 2, 3$ reduce to one

$$- \int_0^{\xi_1} J^i(y) \, dy + \int_0^{\frac{1}{4} - \xi_1} J^i(y) \, dy - \int_{\frac{1}{4} - \xi_1}^{1-2\xi_1} J^i(y) \, dy + \int_{1-2\xi_1}^{1-\xi_1} J^i(y) \, dy = 0. \quad (3.6)$$

Denote the left side of (3.6) by $l_3(\xi_1)$. Then $l_3(0) = \int_{0}^{\frac{1}{4}} J^i - \int_{\frac{1}{2}}^{1} J^i > 0$ and $l_3(\frac{1}{4}) = - \int_{\frac{1}{4}}^{\frac{1}{2}} J^i + \int_{\frac{1}{2}}^{\frac{3}{4}} J^i < 0$. Thus there exists a solution $\xi_1 < \frac{1}{4}$. The Hessian
We next consider the situation where $J^i$ changes sign once. Then the entire kernel $J = J^i_e - cJ^i$ typically changes sign twice. Here we only consider those $f_1$’s that satisfy $\int_{-1}^1 f_1(r)dr = 0$. Then Theorem 3.2 continues to hold as long as $J^i(1/2) > 0$.

**Theorem 3.5** Let $\int_0^1 f_1(r)dr = 0$. Suppose that $J^i(1/2) > 0$. Then for small $\epsilon$ $I_\epsilon$ has a local minimum near $\chi^{-1}_1 \in A^{-1}_1$ and a local minimum near $\chi_1^1 \in A^0_1$ where

$$\begin{align*}
\chi^{-1}_1(x) &= \begin{cases} 
-1, & x \leq 1/2 \\
1, & 1/2 < x < 1
\end{cases},
\chi^1_1(x) &= \begin{cases} 
1, & x \leq 1/2 \\
-1, & 1/2 < x < 1
\end{cases}
\end{align*}$$

**Proof.** A zero of (2.7) in $A^{\pm 1}_1$ solves

$$\int_0^\xi J^i(y)dy = \int_0^{1-\xi} J^i(y)dy,$$

which is satisfied by $\xi = \frac{1}{2}$. The Hessian is $J^i(1/2) + J^i(1-1/2) > 0$. 

Things become a bit more interesting if $J^i(1/2) < 0$. This time the solution $\frac{1}{2}$ of (3.8) gives a negative Hessian, which shows that $\frac{1}{2}$ is local maximum of $I^i$ in $A^{\pm 1}_1$. It is not likely that there is a local minimum of $I_\epsilon$ nearby. However if there is $\xi_1 \in (0, 1/2)$ such that $f_{1-\xi_1} J^i(y)dy = 0$, then (3.8) is solved by $\xi_1$, $\frac{1}{2}$ and $1 - \xi_1$. If in addition $J^i(\xi_1) + J^i(1 - \xi_1) > 0$, then $\xi_1$ and $1 - \xi_1$ are both local minima of $K + I^i$ and they give rise to two local minima of $I_\epsilon$ for small $\epsilon$.
near two members of each of $A^{_1}_{+1}$. Each of these two local minima has a layer not in the middle of the interval.

We were partially motivated to study the $J^i$’s that change sign by a model in Ren and Truskinovsky [11] of an elastic bar placed on an elastic foundation, where $J^i$ has the form

$$J^i(x, y) = \frac{1}{4} - \max\{x, y\} + \frac{1}{2}(x + y), \ x, y \in (0, 1).$$

This $J^i$ does not satisfy the invariance condition which require it depend on $x - y$ only. However it changes sign. It is positive when $(x, y)$ is near the diagonal $x = y$ and negative when away from the diagonal.

We close this section with a discussion of non-existence results. We recall that the Allen-Cahn equation (1.9) with the Neumann boundary condition has no non-constant stable steady states on $(0, 1)$. A natural question is whether $J \geq 0$ (note that $J$ is the entire kernel) and the convexity of $\frac{\nu^2}{2} + W(u)$ (condition $H^8$) imply that there are no nonconstant local minimizers of $I$. Consider the simplest case $J(x, y) = c > 0$, a constant. Then $j = c$ and (1.6) becomes

$$-c \int_0^1 u(y)dy + cu + f(u) = 0. \quad (3.9)$$

The convexity of $\frac{\nu^2}{2} + W(u)$ implies that $r \to cr + f(r)$ is one-to-one. Then (3.9) has only constant solutions, whose constant values are the zeros of $f$. For more general $J$ we need some regularity of solutions of (1.6). We assume that

$$\frac{\partial}{\partial r}[j(x)r + f(r)] \geq c_0 > 0 \text{ for } x \in (0, 1), r \in (-\infty, \infty). \quad (3.10)$$

This condition is slightly stronger than the condition that $\frac{j(x)r^2}{2} + W(r)$ is strictly convex in $r$, i.e., ($H^8$).

**Theorem 3.6** Assume that $J \in W^{1,1}(0, 1)$, $f \in C^1$ and (3.10) holds. If $J(x, y) = J(x - y) \geq 0$ for $x - y \in (-1, 1)$ and $J(x - y) > 0$ if $x - y \in [-\frac{1}{2}, \frac{1}{2}]$, then any possible monotone nonconstant solution of (1.6) must be unstable in the sense that it cannot be a local minimum of $I$.

**Proof.** With the regularity of $J$ and $f$ we can compute the second variation of $I$. For every $u, \phi \in L^2(0, 1)$

$$\frac{d^2I(u + \epsilon \phi)}{d\epsilon^2}|_{\epsilon = 0} = \int_0^1 [-J[\phi]\phi + j\phi^2 + f'(u)\phi^2]dx. \quad (3.11)$$

Then we we assume that $u$ is a critical point of $I$, i.e., a solution of (1.6). If we rewrite (1.6) as

$$u = (j \cdot +f(\cdot))^{-1}(J[u]),$$
then the regularity of \( J, f, \) and (3.10) imply that \( u \) is in \( C^1 \). Differentiating (1.6) with respect to \( x \), we deduce

\[-J[u'] + ju' + f'(u)u' = J(x-1)(u(x) - u(1)) - J(x)(u(x) - u(0)).\]

Multiplying this equation by \( u' \) and integrating over \((0,1)\), we obtain

\[
\left. \frac{d^2 I(u + eu')}{dx^2} \right|_{c=0} = \int_0^1 [J(x-1)(u(x) - u(1)) - J(x)(u(x) - u(0))]u'(x)dx. \tag{3.12}
\]

If \( u \) is monotone, then clearly \(-J(x-1)(u(x) - u(1))\), \( J(x)(u(x) - u(0)) \) and \( u'(x) \) are all \( \geq 0 \) if \( u \) is non-decreasing, or all \( \leq 0 \) if \( u \) is non-increasing. So the right side of (3.12) is \( \leq 0 \). If in addition that \( u \) is non-constant, there exists an interval \((p, q) \subset (0,1/2)\) or \((p, q) \subset (1/2,1)\) where \( u' \) is never equal to 0, since \( u' \) is continuous. In the case \((p, q) \subset (0,1/2)\) for every \( x \in (p, q) \) neither \( J(x)(u(x) - u(0)) \) nor \( u'(x) \) is 0. Therefore the right side of (3.12) is \( < 0 \). In the other case \((p, q) \subset (1/2,1)\) for \( x \in (p, q) \) neither \( J(x-1)(u(x) - u(1)) \) nor \( u'(x) \) is 0. So again the right side of (3.12) is \( < 0 \). So \( u \) cannot be a local minimum of \( I \). \( \square \)

However we feel that the condition \( J(x,y) \geq 0 \) in Theorem 3.6 might be relaxed, as suggested by the following result.

**Theorem 3.7** If in Theorem 3.6 we set \( J(x) = b - m|x|, b, m > 0, \) and \( b \geq \frac{3m}{4} \), then any nonconstant solution of (1.6) is unstable.

**Proof.** Let \( u \) be a solution of (1.6). When \( J(x) = b - m|x| \) on \((-1,1)\), through integration by parts (3.12) can be simplified as

\[
\left. \frac{d^2 I(u + eu')}{dx^2} \right|_{c=0} = \int_0^1 [(mx - m + b)(u(x) - u(1)) + (mx - b)(u(x) - u(0))]u'(x)dx
\]

\[
= \int_0^1 (2mx - m)u(x)u'(x)dx
\]

\[
- \left[ \int_0^1 mx[u(0) + u(1)]u'(x)dx + \int_0^1 bu(0) + (m - b)u(1)]u'(x)dx \right]
\]

\[
= -m \left[ \int_0^1 u^2(x)dx + \frac{m}{2} u^2(0) + \frac{m}{2} u^2(1) \right]
\]

\[
- m[u(0) + u(1)][u(1) - \int_0^1 u(x)dx]
\]

\[
+ [bu(0) + (m - b)u(1)](u(1) - u(0))
\]

\[
\leq 0,
\]
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since $b - \frac{3m}{4} \geq 0$. The equality holds only when $u$ is constant. Therefore there are no nonconstant, local minima. □

Note that $J = b - m|x|$ changes sign on $(-1, 1)$ if $\frac{3m}{4} \leq b < m$.

4 Dynamic solutions in two dimensions

Theorem 2.5 and the existence theorems in Section 3 showed the existence of layered, stable steady solutions of (1.7). Such results should carry over to higher dimensions. However when our approach is used in higher dimensions, layers become hyper-surfaces. The reduced problem of the $\Gamma$-convergence theory, shown in Proposition 2.2, is still an infinitely dimensional problem, which is also sensitive to the shape of the domain $\Omega$. In this section we present some numerical calculation of (1.7) in two dimensions. We solve (1.7) numerically for large time periods. We again assume that $J$ have the form (2.1) with $J(l)$ invariant, i.e., $J(x, y) = J(x - y)$. We only consider the case $J \geq 0$. We hope to see that some solutions $u(x, t)$ that develop multiple layers as $t \to \infty$. Then we want to understand how the directions of the layers are affected by $J$ and the domain $\Omega$. Let us first explain the numerical method used here.

We place the domain $\Omega$ inside a square $[0, d] \times [0, d]$. Discretize this square into a $M \times M$ lattice $\{(l, m) : l = 1, 2, ..., M, \ m = 1, 2, ..., M\}$ with $\Delta = d/(M - 1)$ being the grid size. Let $D = \{(l, m) : ((l - 1)\Delta, (m - 1)\Delta) \in \Omega\}$ be the subset of the lattice points that are inside $\Omega$. Set

$$ u_{t,m}^n = u((l - 1)\Delta, (m - 1)\Delta, n\Delta t), \ (l, m) \in D. \quad (4.1) $$

to be the value of $u(x_1, x_2, t)$ at $(x_1, x_2) = ((l - 1)\Delta, (m - 1)\Delta)$ and $t = n\Delta t$. Discretize the equation (1.7) to

$$ \frac{u_{t,m}^{n+1} - u_{t,m}^n}{\Delta t} = \sum_{(p,q) \in D} J_{l,m,p,q} u_{p,q}^n \Delta^2 - j_{l,m} u_{t,m}^n - f(u_{t,m}^n) \quad (4.2) $$

for $(l, m) \in D$. This leads to a simple iteration scheme from $u^n$ to $u^{n+1}$

$$ u_{t,m}^{n+1} = u_{t,m}^n + \Delta t \sum_{(p,q) \in D} J_{l,m,p,q} u_{p,q}^n \Delta^2 - j_{l,m} u_{t,m}^n - f(u_{t,m}^n), \quad (4.3) $$

Next we address the stability of this scheme. It appears from our numerical experiments that the stability depends mainly on the linear part of the scheme. We use the von Neumann criterion on the linear part of the iteration. Replace $D$ by the entire lattice in plane since the criterion is a local analysis. On the entire plane $j_{l,m}$ becomes a constant independent of $(l, m)$ since $J_{l,m,p,q} = J_{l-p,m-q}$ depends on $l - p$ and $m - q$ only. Let $u_{t,m}^n = \xi^n \exp(i(k_1, k_2) \cdot (l, m)\Delta^2)$ be a solution of

$$ u_{t,m}^{n+1} = u_{t,m}^n + \Delta t \sum_{p,q=-\infty}^{\infty} J_{l-p,m-q} u_{p,q}^n \Delta^2 - j_{l,m} u_{t,m}^n. \quad (4.4) $$
Here $\xi^n \exp(i(k_1, k_2) \cdot (l, m) \Delta^2)$ is thought as a wave of the wave vector $(k_1, k_2)$ and magnitude $\xi^n$. Insert this expression to (4.4) to obtain

$$
\xi^{n+1} e^{i(k_1, k_2) \cdot (l, m) \Delta^2} = \xi^n e^{i(k_1, k_2) \cdot (l, m) \Delta^2} + \Delta t \left[ \sum_{p, q = -\infty}^{\infty} J_{l-p, m-q} \xi^n e^{i(k_1, k_2) \cdot (p, q) \Delta^2} \Delta^2 - j \xi^n e^{i(k_1, k_2) \cdot (l, m) \Delta^2} \right],
$$

which is simplified to

$$
\xi = 1 - 2 \Delta t \sum_{p, q = -\infty}^{\infty} J_{p, q} \sin^2 \left( \frac{(k_1, k_2) \cdot (p, q) \Delta^2}{2} \right) \Delta^2.
$$

(4.5)

The von Neumann stability criterion states that a scheme is stable if $|\xi| \leq 1$ for any $(k_1, k_2)$. Applying this to (4.5), we obtain

$$
|1 - 2 \Delta t \sum_{p, q = -\infty}^{\infty} J_{p, q} \sin^2 \left( \frac{(k_1, k_2) \cdot (p, q) \Delta^2}{2} \right) \Delta^2| \leq 1.
$$

(4.6)

It turns out that (4.6) can be met even for rather large $\Delta t$. For example, when $J_{p, q} \geq 0$,

$$
1 - 2 \Delta t \sum_{p, q = -\infty}^{\infty} J_{p, q} \Delta^2 \leq \xi \leq 1.
$$

So the scheme is stable provided $\Delta t \sum_{p, q = -\infty}^{\infty} J_{p, q} \Delta^2 \leq 1$. Also note that $\sum_{p, q = -\infty}^{\infty} J_{p, q} \Delta^2$ is the discretization of $\int_{\mathbb{R}^2} J$, so (4.6) is like

$$
\Delta t \leq \frac{1}{\int_{\mathbb{R}^2} J(x, y)}.
$$

(4.7)

Interestingly, $\Delta$, the grid size, does not enter (4.7). We will use (4.7) as a guideline to set $\Delta t$, even if $J$ is not everywhere non-negative.

In this paper, $\int_{\mathbb{R}^2} J$ is of order 1, so (4.7) is easily satisfied. The stability of the iteration scheme (4.3) will not be an issue. We will make $\Delta t \sim \Delta$ only to ensure accuracy of the iteration.

As a comparison we point out that the corresponding explicit scheme for the local bistable equation (1.9) requires a much harder to meet von Neumann stability condition $\frac{2 \Delta}{\Delta t} \leq 1$.

As in the rest of this paper, we have taken the kernel $J(x, y)$ to have the form $J(x - y) = J(x_1 - y_1, x_2 - y_2)$ for 2-dimensional vectors $x = (x_1, x_2)$ and $y = (y_1, y_2)$, so no influence comes from the boundary or the exterior of $\Omega$. Before we present any simulation we note that $J$ can be either isotropic or anisotropic. $J$ is isotropic if $J(x) = J(x_1, x_2)$ depends on the magnitude of
Figure 1: An isotropic $J$ on a disk.

($x_1, x_2$) only, and anisotropic if $J(x_1, x_2)$ depends on both the magnitude and the direction of $(x_1, x_2)$.

The local term in all the simulations is taken to be $W(u) = \frac{1}{4} (u^2 - 1)^2$, so it is a balanced double well function without any $\epsilon$-perturbation, and $f(u) = u^3 - u$. The size of perturbation is set to be $\epsilon = 0.1$. For (4.3) the grid size is $\Delta = 0.1$, and $\Delta t = 0.1$.

We first consider the isotropic case. The first simulation is on the disk $\Omega = \{(x_1, x_2) : x_1^2 + x_2^2 < 10^2\}$. The kernel is

$$J(x_1, x_2) = \frac{1}{\epsilon^2} \exp\left(-\frac{\sqrt{x_1^2 + x_2^2}}{\epsilon}\right) - \epsilon \exp\left(-\sqrt{0.5 x_1^2 + 0.5 x_2^2}\right).$$  \hspace{1cm} (4.8)

It has the form of (2.1) as in Section 2. It changes sign, is positive for $(x_1, x_2)$ close to $(0, 0)$, and negative otherwise. We take the initial data to be a small perturbation of $u = 0$. Figure 1 is a simulation of $u(x, t)$ at approximately $t = 0, 4, 100, 1000$, which shows the formation of a \textit{labyrinthine} pattern. The colorbar next to the first plot gives the gray scale from $-1.5$ to $1.5$, which represents the values of $u$ in the four plots. The initial state that $u \approx 0$ is quite unstable, so $u(x, t)$ soon tends to $-1$ or $1$ for most $x$. The exception to such behavior is when $x$ happens to be on the region where $u$ transits between $-1$ and $1$. Such $x$’s quickly form a number of curves whose width is of order $\epsilon$. 

16
Gradually these curves become more and more straight. Near the boundary the curves tend to be perpendicular to the boundary of $\Omega$. However away from the boundary they do not lie along the same direction. This is because neither $J$ nor the circular domain $\Omega$ prefers any particular overall direction for the layers. The width of a subdomain where $u \approx -1$ is about the same as the width of a subdomain where $u \approx 1$, due to the fact that $W$ is perfectly balanced.

The second simulation explores the influence of the shape of the domain on the direction of the interfaces. We take $\Omega = \{(x_1, x_2) : (x_1/20)^2 + (x_2/10)^2 < 1\}$ to be an ellipse, and the same $J$ of (4.8). Figure 2 shows a simulation of (1.7) whose initial data is again $u(x, 0) \approx 0$, for 500 time units. This time we also find a labyrinthine pattern. Again the layers tend to be perpendicular to the boundary of $\Omega$ over there. The uneven nature of the boundary of $\Omega$ forces more layers to be in the $x_2$-direction than in the $x_1$-direction.

Finally we consider the anisotropic case. This time we take $\Omega = \{(x_1, x_2) : x_1^2 + x_2^2 < 10^2\}$, so the geometry of $\Omega$ does not prefer any particular direction. Then we take

$$J(x_1, x_2) = \frac{1}{\epsilon^2} \exp\left(-\sqrt{\frac{x_1^2 + x_2^2}{\epsilon}}\right) - \epsilon \exp\left(-\sqrt{x_1^2 + 0.5x_2^2}\right), \quad (4.9)$$

with the anisotropy built in the second term. We again take the initial data to
Figure 3: An anisotropic $J$ on a disk.
be $u(x, 0) \approx 0$ and compute for 1000 time units. As shown in Figure 3 after the labyrinthine pattern is stabilized, the interfaces in $x_1$ direction tend to be longer than the interfaces in $x_2$ direction. In other words the anisotropic $J$ in (4.9) prefers oscillation in $x_2$-direction more than in $x_1$ direction. This is consistent with the fact that in (4.9)

$$J^l(x_1, x_2) = \exp(-\sqrt{x_1^2 + 0.5x_2^2}),$$

so $J^l$ decreases slower in $x_2$ direction than in $x_1$ direction, and $J^l$ is largely responsible for the oscillatory behavior of the solution, in which $x_2$ direction is more dominant.
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