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Abstract

One of the main goals of computable model theory is to classify mathematical structures up to computable isomorphism. Two computable structures $\mathcal{A}$ and $\mathcal{B}$ are computably isomorphic if there exists a computable bijection from $\mathcal{A}$ to $\mathcal{B}$ that preserves all of the functions and relations in the structure. Furthermore, we say that $\mathcal{A}$ is computably categorical if every two computable copies of $\mathcal{A}$ are computably isomorphic. Significant work on computable categoricity has been done for a variety of mathematical structures, including linear orders, abelian groups, Boolean algebras, trees, and many others.

We define a $\text{NZSYOdY}$ structure, which consists of a countable set $A$, together with a function $f$ on that set such that for every element $x$ in $A$, $f$ maps either exactly one or exactly two elements of $A$ to $x$. These structures are in a similar class as the injection structures, two-to-one structures, and $\text{NZSYOdY}$ structures studied by Cenzer, Harizanov, and Remmel, all of which can be thought of as directed graphs. In particular, $(2,1):1$ structures can contain two types of connected components: $K$-cycles, which consist of a directed cycle of $k$ elements, each of which has an infinite (or empty) binary tree, and $\mathbb{Z}$-chains, which consist of an infinite directed chain of elements, each of which has attached an infinite (or empty) binary tree.

We investigate the isomorphism problem for computable $(2,1):1$ structures, and
show that deciding if two such structures are isomorphic is $\Pi^0_4$ in the arithmetical hierarchy. Furthermore, we prove that all (2,1):1 structures are $\Delta^0_1$-categorical. We then introduce two additional functions on our structures: the branching function, which determines if an element has one or two pre-images, and the branch isomorphism function, which determines if an element with two branches has isomorphic trees. We prove that all computable (2,1):1 structures with a computable branching function in every computable copy are $\Delta^0_1$-categorical, and that all such structures without $Z$-chains are $\Delta^0_2$-categorical. We also give examples of a (2,1):1 structure with no computable branching function, and a structure with computable branching but no computable branch isomorphism function.

We make significant progress toward classifying computable categoricity for (2,1):1 structures, by providing sufficient and necessary conditions for such graphs to be computably categorical. We construct a computable (2,1):1 structure that is computably categorical, but not relatively computably categorical, demonstrating the difficulty of classifying computable categoricity for such structures. Lastly, we present an interesting connection between our theory and the Collatz conjecture, also known as the $3n + 1$ conjecture. We observe that the Collatz graph is also a computable (2,1):1 structure with computable branching and branch isomorphism functions. Moreover, we use this result to prove that the connected component of the Collatz graph containing 1 is computably categorical, and that if the full Collatz structure is not computably categorical, then the Collatz conjecture does not hold.
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Chapter 1

Introduction

1.1 Foundations of Computability Theory

The idea of an algorithm in mathematics has existed since antiquity, with the Euclidean algorithm being one of the earliest and most famous documented examples. The word *algorithm* itself is derived from the name of the 9th century Persian mathematician al-Khwarizmi, who is credited with the first systematic solution to linear and quadratic equations. Consequently, an algorithm is informally defined as a step-by-step procedure to perform a given task, or to solve a problem. However, a widely-accepted formal mathematical definition of an algorithm was not introduced until the 20th century.

In 1928, David Hilbert asked if there exists an algorithm to decide if a given statement in first-order logic is *universally valid*, i.e., true in every universe in which the axioms of first-order logic are satisfied. This question is known as the *Entscheidungsproblem*, or *decision problem*. (Due to Gödel’s Completeness Theorem, this problem is equivalent to asking for an algorithm to decide if a given first-order sen-
tence is provable from the axioms and rules of first-order logic.) It soon became
evident that the problem required a rigorous mathematical definition of the concept
of an algorithm. In the 1930’s, there were numerous attempts at a formulation,
including Kurt Gödel’s general recursive functions, Stephen Kleene’s μ-recursive
functions, and Alonzo Church’s λ-calculus. However, it was Alan Turing who, in his
seminal 1936 paper On Computable Numbers, with an Application to the Entschei-
dungsproblem [50], introduced the definitive notion of an algorithm. (Amusingly,
Turing’s notion turned out to be equivalent to the aforementioned formulations.)

Turing conceived of an abstract computing device without time or space lim-
itations, now referred to as a Turing machine. A Turing machine consists of a
doubly-infinite tape divided into cells, on which could appear a 0 or a 1, and a head
capable of moving left and right along the tape and reading and writing symbols on
one cell at a time. Each machine is programmable in the sense that it can be given
a finite list of states in which the machine could be (including a HALT state), and
a finite list of instructions for the head to carry out, given the state of the machine
and the symbols on the tape. This list of instructions is known as a Turing program.

It is easy to show that a Turing machine can calculate every elementary operation
on natural numbers, i.e., addition, multiplication, exponentiation, etc. However, as
the complexity of the operations increases, it becomes less obvious that the function
can be calculated on such a simplistic machine. Thus, the question arises whether
all functions that we believe to be calculable can be formally calculated on a Tur-
ing machine. Alan Turing, along with his advisor Alonzo Church, espoused the
philosophical stance that a function is intuitively calculable if and only if it is cal-
culable by a Turing program. This postulate became known as the Church-Turing
Although it cannot be formally proven, as there is no formal definition of “intuitively calculable”, there are no known counterexamples to the thesis, and it is widely accepted as true among mathematicians and computer scientists. Therefore, we ascribe to the following foundational definition.

**Definition 1.1.1.** A function \( f : \mathbb{N} \rightarrow \mathbb{N} \) is **computable** if there is a Turing program \( P \) that computes \( f \). That is, given \( x \in \mathbb{N} \) as the starting input on the tape of the Turing machine, when the program \( P \) is run on input \( x \), \( P \) halts in a finite number of steps and outputs \( f(x) \) on the tape.

There are a few things to note about Definition 1.1.1. First, we do not strictly require that the function \( f \) be from \( \mathbb{N} \) to \( \mathbb{N} \). Indeed, we may use any countable set for the domain and codomain, provided we have a systematic Gödel coding of the countable set using elements from \( \mathbb{N} \). Consequently, we often just use \( \mathbb{N} \) as the domain and codomain for convenience. Second, the word “computable” is frequently replaced with the following synonyms: **decidable**, **recursive**, effective, and algorithmic. Thus, a Turing program becomes our formal equivalent of an algorithm. Third, although the cells on a Turing machine can only contain 0’s and 1’s, we may still represent all inputs and outputs in \( \mathbb{N} \) by simply representing them as binary digits. (Some variants of Turing machines allow any finite set of symbols to be the underlying alphabet. A more advanced version of a Turing machine, called an **Unlimited Register Machine** (URM), allows any natural number to be written in a cell.) Finally, each “step” in the computation of \( P \) refers to the carrying out of one instruction in \( P \), and we say that \( P \) halts when it either reaches the HALT state or when no further instructions can be carried out.

Since each Turing program consists of a finite list of finite instructions, there
are only countably many Turing programs, which can be effectively coded using natural numbers. Thus, we can algorithmically list all possible Turing programs in the following manner:

\[ \varphi_0, \varphi_1, \varphi_2, \ldots \]

where \( \varphi_e \) represents the \( e^{th} \) Turing program, and \( e \) is the index of the program. Moreover, since each computable function from \( \mathbb{N} \) to \( \mathbb{N} \) is computable by some program, we can associate computable functions with Turing programs, and think of the list above as a list of all computable unary functions on the natural numbers.

This list is not ideal in the sense that it will contain many “nonsense” functions that do not compute much of anything, or functions that do not halt on certain inputs and instead get stuck in an infinite loop of computation. Thus, we distinguish total computable functions that halt on all inputs, from partial computable functions that may or may not halt on all inputs. Then the list above becomes a list of all partial computable unary functions on the natural numbers. Interestingly, it is impossible to create an effective list of only the total computable functions.

Also, our list may not be ideal in the sense that each computable function may not have a unique Turing program that computes it. Indeed, in any standard enumeration of the Turing programs, every computable function will have infinitely many programs that compute it, by simply “padding” one program with useless instructions. Although Friedberg [20] showed that it is possible to effectively enumerate all Turing programs without repetition, we often use the standard enumeration in practice.

Now that we have defined a computable function, we can define computable sets and relations via their characteristic functions.
Definition 1.1.2. A set \( X \subseteq \mathbb{N} \) is \textit{computable} if its characteristic function \( \chi_A \) is computable, where:

\[
\chi_A(x) = \begin{cases} 
1 & \text{if } x \in A, \\
0 & \text{if } x \notin A.
\end{cases}
\]

Furthermore, let \( \bar{x} \) be an \( n \)-tuple of natural numbers. An \( n \)-ary relation \( R \) is \textit{computable} if its characteristic function \( \chi_R \) is computable, where:

\[
\chi_R(\bar{x}) = \begin{cases} 
1 & \text{if } R(\bar{x}) \text{ holds,} \\
0 & \text{if } R(\bar{x}) \text{ does not hold.}
\end{cases}
\]

Informally, a set \( A \) is computable if there is some effective procedure to decide if a given object is an element of \( A \). It should be noted that one could have also begun by first defining a computable set, and then defining computable functions and relations by interpreting them as sets.

Since there are uncountably many functions \( f : \mathbb{N} \to \mathbb{N} \), but only countably many computable unary functions, we may conclude that “most” functions on the natural numbers are not computable. Similarly, since there are uncountably many sets \( X \subseteq \mathbb{N} \), most subsets of the natural numbers are not computable either. Ironically, non-computable sets are harder to come by, despite being more abundant. Most sets that we can “naturally” think of will be computable, since we would have some intuitive, effective way of describing that set. For example, all finite sets are computable, as is the complement of any computable set. However, in [50], Turing gave an explicit description of a non-computable set.

Definition 1.1.3. The \textit{Halting Set}, denoted by \( K \), is the set of all Turing programs
that eventually halt when given its own index as the input. That is,

\[ K = \{ e : \varphi_e(e) \downarrow \}, \]

where \( \downarrow \) denotes that the program halts in a finite number of steps and outputs a natural number.

We often make use of a time bound \( t \) on partial computable functions, and write \( \varphi_{e,t}(x) \) to denote the output when program \( e \) is run on input \( x \) for exactly \( t \) steps of its computation. Consequently, we can present the Halting Set as:

\[ K = \{ e : (\exists t)(\varphi_{e,t}(e) \downarrow) \}. \]

Turing proved that \( K \) is not computable using a similar diagonal argument as the one introduced by Cantor to show that the reals are uncountable. He then extrapolated this idea to show that the set of universally valid first-order sentences is also not computable, thus providing a negative solution to the Entscheidungsproblem.

It should make intuitive sense that the Halting Set is not decidable. Given a program \( e \), we run \( \varphi_e(e) \) to see if it will eventually halt. If we wait for a very long time and it doesn’t seem to halt, we have no way of effectively knowing in general if the program will halt if we wait a few more steps, or if the program will never halt and our waiting is in vain. However, if \( \varphi_e(e) \) does halt, we will see this at some point during the computation, and we can then say with certainty that \( e \in K \). This leads to the idea of computable enumerability.

**Definition 1.1.4.** A set \( A \subseteq \mathbb{N} \), or an \( n \)-ary relation \( R \), is computably enumerable (abbreviated c.e.) if its partial characteristic function, given by:

\[
\chi_A(x) = \begin{cases} 
1 & \text{if } x \in A, \\
\uparrow & \text{if } x \notin A
\end{cases}
\]

\[
\chi_R(\vec{x}) = \begin{cases} 
1 & \text{if } R(\vec{x}) \text{ holds}, \\
\uparrow & \text{if } R(\vec{x}) \text{ does not hold}
\end{cases}
\]
is computable, where $\uparrow$ denotes “does not halt” or “computes forever”.

Equivalently, a set is c.e. if it is the domain of some partial computable function $\varphi_e$. More informally, a set $A$ is c.e. if there is some effective procedure to enumerate the elements that are in $A$.

Using the Church-Turing Thesis and Definition 1.1.4, we see that $K$ is a c.e. set. It can also be easily shown that all computable sets are c.e. sets, and that a set $A$ is computable if and only if both $A$ and $\overline{A}$ are c.e. sets. Thus, we can deduce that $\overline{K}$ is not even computably enumerable. The c.e. subsets of $\mathbb{N}$, usually denoted by $\mathcal{E}$, form a countable lattice under union and intersection, and this structure remains a rich area of study today. See [47] and [48] for a comprehensive treatment of computably enumerable sets.

We think of non-computable sets as having more information content than computable ones. This gives rise to the idea of *Turing reducibility* and *Turing equivalence*.

**Definition 1.1.5.** Let $A$ and $B$ be subsets of $\mathbb{N}$.

(a) We say that $A$ is *Turing reducible to* $B$, denoted by $A \leq_T B$, if there is a Turing program that can compute $A$, given membership information about $B$.

(b) We say that $A$ is *Turing equivalent to* $B$, denoted by $A \equiv_T B$, if $A \leq_T B$ and $B \leq_T A$.

(c) We say that $A$ is *strictly Turing reducible to* $B$, denoted by $A <_T B$, if $A \leq_T B$ and $A \not\equiv_T B$.

Informally, $A <_T B$ means that $B$ has more information content than $A$, $A \leq_T B$ means that $B$ has at least as much information content as $A$, and $A \equiv_T B$ means
that $A$ and $B$ have the same information content. We often describe the set $B$ in Definition 1.1.5(a) as an oracle, of which we can ask any membership question in order to determine whether a given number $x$ is in $A$. Given $B$ as such an oracle, we can make an effective list of all $B$-computable functions, that is, all unary functions that are partial computable from $B$:

$$\varphi^B_0, \varphi^B_1, \varphi^B_2, \ldots$$

Thus, $A \leq_T B$ if and only if $\chi_A = \varphi^B_e$ for some $e$. We also say that $A$ is computable in $B$.

It is obvious that $A \leq_T A$ and $A \leq_T \overline{A}$ for all $A \subseteq \mathbb{N}$, that if $A$ is computable and $X$ is any set, then $A \leq_T X$, and that if $A$ is computable and $X \leq_T A$, then $X$ is computable. It is equally obvious that $A \equiv_T A$ and $A \equiv_T \overline{A}$ for all $A \subseteq \mathbb{N}$, and that if $A$ and $B$ are computable sets, then $A \equiv_T B$. It can also be shown that if $A$ is any c.e. set, then $A \leq_T K$. (The converse, however, is not true, since $\overline{K} \leq_T K$ but $\overline{K}$ is not c.e.) Hence, $K$ is the most complicated c.e. set in the sense that any other c.e. set can be computed from it. Lastly, it is straightforward to check that $\leq_T$ is a partial order on subsets of $\mathbb{N}$, $\prec_T$ is a strict partial order, and $\equiv_T$ is an equivalence relation.

However, $\leq_T$ is not a total linear order. Kleene and Post constructed two sets $A$ and $B$ that are Turing incomparable, i.e., $A \nleq_T B$ and $B \nleq_T A$ (see [10] and [47] for details). Later, Friedberg [21] and Muchnik [41] independently improved this result by constructing two c.e. sets $A$ and $B$ that are incomparable.

Since $\equiv_T$ is an equivalence relation on subsets of natural numbers, we can discuss the equivalence classes of $\mathbb{N}$ under $\equiv_T$, which we refer to as Turing degrees.

**Definition 1.1.6.** Let $A \subseteq \mathbb{N}$. The Turing degree of $A$, denoted by $\text{deg}(A)$ or $a$, is
defined as:
\[
\text{deg}(A) = a = \{X \subseteq \mathbb{N} : A \equiv_T X\}.
\]

Turing degrees are often referred to as *degrees of unsolvability*, as each degree informally describes how non-computable a set is. We denote the degree of all computable sets as \(0\). Furthermore, we denote the set of all Turing degrees by \(\mathcal{D}\), just as we denote the set of all computably enumerable degrees by \(\mathcal{E}\). Naturally, the Turing reducibility ordering \(\leq_T\) induces a partial ordering \(<\) on \(\mathcal{D}\), and Turing equivalence \(\equiv_T\) induces an equivalence relation \(=\) on \(\mathcal{D}\). So, if \(A \in a\) and \(B \in b\), then \(A \leq_T B\) if and only if \(a \leq b\), and \(A \equiv_T B\) if and only if \(a = b\).

Using a basic counting argument, one can prove that there are uncountably many Turing degrees in \(\mathcal{D}\), and only countably many degrees below any given degree \(d\). Furthermore, we can define the *join of two sets* \(A, B \subseteq \mathbb{N}\), given by:
\[
A \oplus B = \{2x : x \in A\} \cup \{2x + 1 : x \in B\},
\]
and thus define the *join of two degrees* \(a\) and \(b\) as \(a \wedge b = \text{deg}(A \oplus B)\), where \(A \in a\) and \(B \in b\). Thus, it can be shown that the Turing degrees form an upper semilattice, where the supremum of two degrees \(a\) and \(b\) is given by \(a \wedge b\). However, \(\mathcal{D}\) is not a full lattice, as Lachlan and Yates independently proved that there are incomparable c.e. degrees \(a\) and \(b\) with no infimum (see [47]).

Although the Turing degrees are not totally ordered, we can describe infinite chains of degrees by defining the *Turing jump* of a set.

**Definition 1.1.7.** Let \(A \subseteq \mathbb{N}\). The *Turing jump* of \(A\), denoted by \(A'\), is the following set:
\[
A' = \{e : \varphi^A_e(e) \downarrow\}
\]

Naturally, if \(a\) represents the degree of \(A\), then \(a'\) represents the degree of \(A'\). In
particular, by Definition 1.1.3 and 1.1.7, the jump of any computable set is simply the Halting set, and we denote its degree by $0'$. (We often refer to the Halting set as $\emptyset'$, using the empty set as a representative for all computable sets.) For all sets $A$, we have that $A <_T A'$. Although $A'$ is not computable from $A$, $A'$ is computably enumerable in $A$. Also, the jump operator preserves the Turing order and equivalence of sets; that is, $A \leq_T B \implies A' \leq_T B'$. The converse, however, does not hold.

Inductively, given a set $A$ and $n \geq 1$, we may define the $(n + 1)^{th}$ jump of $A$ as: $A^{(n+1)} = \{ e : \varphi_e^{A^{(n)}}(e) \downarrow \}$. It can then be shown that for all $n$, $A^{(n)} <_T A^{(n+1)}$. Specifically, $\emptyset^{(n)} <_T \emptyset^{(n+1)}$ and thus $0^{(n)} < 0^{(n+1)}$. This generates the hierarchy of Turing degrees pictured below.

**Figure 1.1:** The Turing degree hierarchy.

![Diagram of Turing degrees](image)

Another common way to describe the complexity of subsets of natural numbers is via syntactic definability.

**Definition 1.1.8.** Let $A \subseteq \mathbb{N}$.

(a) $A$ is called a $\Sigma^0_n$ set if $A$ can be expressed as:

$$A = \{ y \in \mathbb{N} : (\exists x_1)(\forall x_2)(\exists x_3)\ldots(Q x_n)[R(\bar{x}, y)] \},$$
where $Q$ is either $\exists$ or $\forall$ (depending on $n$), and $R(\vec{x}, y)$ is a computable $(n+1)$-ary relation.

(b) $A$ is called a $\Pi^0_n$ set if $A$ can be expressed as:

$$A = \{ y \in \mathbb{N} : (\forall x_1)(\exists x_2)(\forall x_3)\ldots(Q x_n)[R(\vec{x}, y)]\},$$

where $Q$ is either $\exists$ or $\forall$ (depending on $n$), and $R(\vec{x}, y)$ is a computable $(n+1)$-ary relation.

(c) $A$ is called a $\Delta^0_n$ set if $A$ is both a $\Sigma^0_n$ set and a $\Pi^0_n$ set.

The scheme described in Definition 1.1.8 gives rise to the arithmetical hierarchy, which is pictured in Figure 1.2.

**Figure 1.2:** The arithmetical hierarchy.

There is a deep connection between the Turing degree hierarchy and the arithmetical hierarchy, discovered by Emil Post. It is captured by the following theorem.

**Theorem 1.1.9** (Post’s Theorem). For every $A \subseteq \mathbb{N}$ and $n \geq 0$,

1. $A$ is a $\Sigma^0_{n+1}$ set $\iff$ $A$ is computably enumerable in $\emptyset^{(n)}$.
2. $A$ is a $\Delta^0_{n+1}$ set $\iff$ $A \leq_T \emptyset^{(n)}$. 
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Post’s Theorem actually says more than this (see [47]), but the version given in Theorem 1.1.9 is sufficient for our needs. One consequence of Post’s Theorem is that if a set \( A \) is \( \Sigma^0_1 \), then \( A \) is computably enumerable, and thus Turing reducible to \( \emptyset' \). Another consequence is that \( A \) is a \( \Delta^0_2 \) set if and only if \( A \leq_T \emptyset' \). We will often utilize these facts without explicitly stating them.

We conclude this section with one more computability-theoretic result, known as the Limit Lemma, that we will frequently use implicitly in future proofs. First, we need the following definition.

**Definition 1.1.10.** Let \( \{ f_s(x) \}_{s \in \omega} \) be a sequence of functions \( f_s : \mathbb{N} \to \mathbb{N} \), and let \( A \subseteq \mathbb{N} \).

(a) The sequence \( \{ f_s(x) \}_{s \in \omega} \) converges (pointwise) to \( f(x) \), written as \( f = \lim_s f_s \), if for all \( x \), \( f_s(x) = f(x) \) for all but finitely many \( s \).

(b) The sequence \( \{ f_s(x) \}_{s \in \omega} \) is \( A \)-computable if there is an \( A \)-computable function \( \hat{f}(x,s) \) such that \( f_s(x) = \hat{f}(x,s) \) for all \( x, s \).

**Theorem 1.1.11** (The Limit Lemma). Let \( f : \mathbb{N} \to \mathbb{N} \). Then \( f \leq_T A' \) iff there is an \( A \)-computable sequence \( \{ f_s \}_{s \in \omega} \) such that \( f = \lim_s f_s \).

We refer the reader to [10], [13], [47], and [48] for further background on computability theory, including definitions, notations, theorems, and proofs.

### 1.2 Computable Model Theory

Before computability theory, mathematicians were primarily concerned with studying the properties of classical mathematical structures, such as groups and vector
spaces, and the theories derived from those structures. We understand a *structure*, or *model*, $\mathcal{A}$ to be a set, usually called the *domain* or *universe* of $\mathcal{A}$, together with certain functions, relations, and special named constants. Every structure is equipped with a language $\mathcal{L}$ containing the symbols of $\mathcal{A}$ and the symbols from the underlying logic being used (usually first-order logic), as well as syntactic rules determining how sentences are formed in the language. We also generally assume that there is some deductive calculus with which we may prove sentences that are true in $\mathcal{A}$, thus developing the theory of $\mathcal{A}$. These basic characteristics laid the foundation of classical model theory.

However, the advent of computability theory led to natural questions about the *algorithmic* properties of such structures. One of the earliest results in this direction is due to van der Waerden [51]. In 1930, he showed that an “explicit” field $\mathcal{F} = (F, +, \cdot, 0, 1)$ does not necessarily have a splitting algorithm, i.e., an algorithm to split polynomials in $F[x]$ into irreducible factors. Although it was not understood in this way at the time, van der Waerden’s theorem about splitting algorithms was a computability-theoretic result about a type of mathematical structure. This idea eventually motivated the notion of a *computable structure*.

**Definition 1.2.1.** Let $\mathcal{A}$ be a structure. We say that $\mathcal{A}$ is *computable* if the domain of $\mathcal{A}$ is computable and the functions and relations in $\mathcal{A}$ are uniformly computable. Equivalently, $\mathcal{A}$ is computable if the domain of $\mathcal{A}$ is computable and the *atomic diagram* of $\mathcal{A}$, i.e., the set of all quantifier-free sentences that are true in $\mathcal{A}$, is computable.

Yet another way to define a computable structure is via its characteristic function. The *characteristic function of a structure* $\mathcal{A}$ is the characteristic function of its
atomic diagram. That is, the characteristic function of $\mathcal{A}$ takes an atomic sentence in the language of $\mathcal{A}$ (coded by a natural number) as input, and outputs 1 if the sentence is true in $\mathcal{A}$ and 0 otherwise. Then we may say that $\mathcal{A}$ is computable if its characteristic function is computable. Furthermore, for a class of computable structures $\mathcal{C}$, we define the index set of $\mathcal{C}$ as: \( \{ e \in \mathbb{N} : \varphi_e \text{ is the characteristic function of a structure in } \mathcal{C} \} \).

With computable structures, we generally assume that the structure is countable, which means that it has a countable domain and only countably many function and relation symbols. Moreover, through an algorithmic encoding of the domain via natural numbers, we also usually assume that the domain of a computable structure is $\omega$. Additionally, we assume that a computable structure is over some computable language; in fact, most standard examples of computable models have a finite language.

Broadly speaking, computable model theory studies the algorithmic content and properties of computable structures. This investigation was largely motivated by the discovery that computable structures often have surprising non-computable characteristics. For example, van der Waerden’s aforementioned result, stated in modern computability-theoretic terms, says that a field may not have a computable splitting algorithm, even if the field itself is computable. Another more famous example is given by Gödel’s remarkable incompleteness theorems of 1931. By proving that the standard model of number theory given by Peano’s axioms is incomplete, Gödel essentially showed that although arithmetic itself, and the axioms governing it, are computable, the set of true statements of arithmetic are not even computably enumerable.
Throughout the twentieth century, computable model theory continued to develop into a tool powerful enough to solve many important problems across mathematics. For example, the word problem in group theory is to determine if an arbitrary word in a finitely-generated group is equivalent to the identity. In the late 1950’s, Boone [3] and Novikov [42] independently proved the existence of a finitely presented group whose word problem is undecidable. Perhaps the most notable example involves yet another question posed by David Hilbert. In 1900, Hilbert announced an infamous list of 23 unresolved mathematical problems, the tenth one asking for a general algorithm to determine if a given Diophantine equation with integer coefficients has integer solutions. Seventy years later, Matiyasevich gave a negative solution to Hilbert’s Tenth Problem, a problem in number theory, by using computability-theoretic tools and building off of work done by Davis, Putnam, and Robinson (see [38]).

One of the key foundational results in computable model theory is due to Fröhlich and Shepherdson. They showed in [22] that there are two “explicit” fields that are isomorphic but not “explicitly” isomorphic. Like van der Waerden, they used “explicit” in place of the more modern word “computable”. Thus, Fröhlich and Shepherdson proved that it is possible for us to know that two computable structures are isomorphic, and yet not know how to compute an isomorphism between them. This astonishing result, along with similar discoveries by Mal’cev [36] and Rabin [43] led to the next two definitions.

**Definition 1.2.2.** We say that two computable structures $\mathcal{A}$ and $\mathcal{B}$ that are isomorphic to each other are **computably isomorphic** if there exists a computable isomorphism $h$ from $\mathcal{A}$ to $\mathcal{B}$.
Computable isomorphisms between structures are important because they preserve not only the functions and relations of a structure, but also the algorithmic properties of the structure. As shown in [22], it is quite possible for two isomorphic computable structures to not be computably isomorphic. Thus, we have the notion of *computable categoricity*.

**Definition 1.2.3.** A computable structure $\mathcal{A}$ is *computably categorical* if every two computable copies of $\mathcal{A}$ are computably isomorphic.

Computable categoricity is a central concept in computable model theory that has been studied extensively over the last fifty years. Due to its independent development in the east and the west, some older Russian texts refer to the same concept as *autostability*. See [18] or [27] for a more detailed exposition of computable model theory and computable categoricity.

We generally seek to classify computable structures up to computable isomorphism. That is, within a class of structures, we wish to provide characterizations of those computable structures that are computably categorical. This has been done already for various classes of mathematical structures. For example, Goncharov and Dzgoev [16], and independently Remmel [45], proved that a computable linear order is computably categorical if and only if it has only finitely many successor pairs. Additionally, Goncharov and Dzgoev [16], LaRoche [33], and Remmel [44] independently proved that a computable Boolean algebra is computably categorical if and only if it has only finitely many atoms. Goncharov, Lempp, and Solomon [26] characterized computably categorical ordered abelian groups as those with finite rank. Calvert, Cenzer, Harizanov, and Morozov gave a full characterization of computably categorical equivalence structures (structures consisting of a countable set and an
equivalence relation on that set) in [4].

Unfortunately, it can be extremely difficult (or even impossible) to establish a “nice” characterization of computable categoricity for a given class of computable structures. In fact, it was proven in [14] that the index set complexity of the class of computably categorical structures is \( \Pi^1_1 \)-complete in the \textit{analytical hierarchy}, in which quantifiers can range over sets and functions, instead of just natural numbers. This sharp bound demonstrates that computable categoricity does not have a simple syntactic characterization in general.

One way to address this problem is through \textit{relative computable structure theory}, developed by Ash, Knight, Manasse, and Slaman [2], and independently by Chisholm [8]. First, we must define the \textit{Turing degree of a structure}.

\textbf{Definition 1.2.4.} Let \( \mathcal{A} \) be a structure with computable domain \( \mathcal{A} \subseteq \omega \). The Turing degree of \( \mathcal{A} \), denoted by \( \text{deg}(\mathcal{A}) \), is the degree of the atomic diagram of \( \mathcal{A} \).

While computable structure theory is primarily concerned with properties of computable structures, relative computable structure theory investigates structures of \textit{any} Turing degree. In particular, we have the following relativized notion of computable categoricity.

\textbf{Definition 1.2.5.} Let \( \mathcal{A} \) be a computable structure. Then \( \mathcal{A} \) is \textit{relatively computably categorical} if, for every (possibly non-computable) structure \( \mathcal{B} \) isomorphic to \( \mathcal{A} \), there exists an isomorphism \( h : \mathcal{A} \rightarrow \mathcal{B} \) that is computable in the atomic diagram of \( \mathcal{B} \).

Equivalently, \( \mathcal{A} \) is relatively computably categorical if, for every two (possibly non-computable) copies \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) of \( \mathcal{A} \), there exists an isomorphism from \( \mathcal{A}_1 \) to \( \mathcal{A}_2 \) that is computable in the join of their degrees.
Every structure that is relatively computably categorical is also computably categorical. To see this, let $\mathcal{A}$ be a computable structure that is relatively computably categorical, and let $\mathcal{B}$ be a computable copy of $\mathcal{A}$. By Definition 1.2.5, there is an isomorphism $h$ from $\mathcal{A}$ to $\mathcal{B}$ that is computable in $\text{deg}(\mathcal{B})$, which is simply $0$. Thus, $h$ is a computable isomorphism, ensuring that $\mathcal{A}$ is computably categorical.

Downey, Kach, Lempp, and Turetsky [15] established that the index set complexity of the relatively computably categorical structures is $\Sigma^0_3$-complete, a much simpler bound than that of computably categorical structures. This is mostly due to the fact that relative computably categoricity has a nice syntactic characterization. Before we can state it, we need the following definition.

**Definition 1.2.6.** Let $\mathcal{A}$ be a countable structure with domain $A$. A formally c.e. Scott family for $\mathcal{A}$ is a computably enumerable collection $\Phi$ of existential formulas over some fixed finite tuple $\vec{c}$ of constants from $A$ such that:

(a) every tuple of elements $\vec{a}$ from $A$ satisfies some formula $\phi(\vec{x}, \vec{c})$ in $\Phi$, and

(b) if two tuples $\vec{a}$ and $\vec{b}$ from $A$ satisfy the same formula $\phi(\vec{x}, \vec{c})$ in $\Phi$, then there is an automorphism $h : \mathcal{A} \to \mathcal{A}$ such that $h(\vec{a}) = \vec{b}$. (In this case, we say that $\vec{a}$ and $\vec{b}$ are automorphic.)

Essentially, a Scott family for $\mathcal{A}$ captures the automorphism orbits of $\mathcal{A}$. Note that for a Scott family $\Phi$, a tuple $\vec{a}$ may satisfy more than one formula in $\Phi$, and that not every formula in $\Phi$ needs to be satisfied by some tuple from $A$.

Goncharov [23] was the first to connect relative computable categoricity to the syntactic notion in Definition 1.2.6 by proving the following elegant theorem.
**Theorem 1.2.7** ([23]). A computable structure $A$ is relatively computably categorical if and only if $A$ has a formally c.e. Scott family.

Most “natural” classes of computably categorical structures are also relatively computably categorical. However, using an elaborate construction, Goncharov proved in [25] that there is a computably categorical structure that is not relatively computably categorical. This result demonstrates that relative computable categoricity is a strictly stronger notion than that of computable categoricity. (We shall return to this topic in Section 3.2).

Later, Ash, Knight, Manasse, and Slaman [2] and independently Chisholm [8] established a generalized version of Theorem 1.2.7 for all levels of the hyperarithmetical hierarchy. See the monograph by Ash and Knight [1] for the requisite background and other important ideas in computable and relative computable model theory.

### 1.3 Computable Graphs

The remainder of the introduction will be devoted to a discussion on graphs. A graph $G = (V, E)$ consists of a set of vertices $V$ together with a binary edge relation $E$. If $G$ is undirected, then $E$ is symmetric. If $G$ is a simple graph (without loops), then $E$ is irreflexive. Since $E$ is a set of ordered pairs without repeats, our definition of a graph does not allow for duplicated edges, although it is possible to define such a structure. Naturally, a *computable graph* is a graph whose vertex set and edge relation are computable. For computable graphs, we generally assume that $V$ is a countable set, in keeping with our assumptions about structures from Section 1.2.

For finite graphs, one of the most critical areas of study is the computational complexity of the *graph isomorphism problem* (GI), which is the problem of deter-
mining if two given finite graphs are isomorphic. For many types of finite graphs, GI is solvable in polynomial time, but the question of whether this is true for all finite graphs remains open. However, given any two finite graphs $G$ and $H$, we can always computably determine if they are isomorphic, regardless of the speed of the computation. Furthermore, if $G$ and $H$ are indeed isomorphic, we can always compute an isomorphism between them.

The same is not true of infinite graphs. Given two countably infinite computable graphs $G$ and $H$, there may be no effective procedure to decide if they are isomorphic to each other. Moreover, even if we are given the information that $G$ and $H$ are isomorphic, we may still be unable to compute an isomorphism from $G$ to $H$. In fact, in [28], Hirschfeldt, Khoussainov, Shore, and Slinko showed that directed graphs are "universal" in the sense that they can effectively encode certain algorithmic properties from any countable structure. More informally, this result demonstrated that countable graphs, and the isomorphisms between them, can be arbitrarily complex. Thus, an important goal is to determine the computability-theoretic complexity of isomorphisms for various classes of computable graphs. In particular, we would like to identify the types of computable graphs for which computable isomorphisms must exist.

To that end, computable categoricity of graphs has been intensively studied in recent years. Lempp, McCoy, Miller, and Solomon [34] completely characterized computable trees of finite height that are computably categorical, and Miller [39] showed that no computable tree of infinite height is computably categorical. In [11], Csima, Khoussainov, and Liu partially characterized computable categoricity for strongly locally finite graphs (graphs which have countably many finite connected
components), by investigating additional functions and relations on the structures and proper embeddability of the components (see also [35]). As an example, it can be shown that the first two graphs in Figure 1.3 are computably categorical, whereas the third graph is not.

**Figure 1.3:** Computable graphs that are and are not computably categorical.

- **Computably Categorical:**
  
  
  ![Graph 1](image1)

- **Computably Categorical:**
  
  ![Graph 2](image2)

- **Not Computably Categorical:**
  
  ![Graph 3](image3)

Then Cenzer, Harizanov, and Remmel looked at different types of infinite directed graphs whose edge relations are derived from computable functions. They first studied directed graphs of this kind in [6], where they defined injection structures. An injection structure \( \mathcal{A} = (A, f) \) is a countable set \( A \) (usually \( \omega \)) together with an injective function \( f : A \to A \). Injection structures can be completely classified up to isomorphism by the number, type, and size of its orbits, which are informally defined as the types of connected components the structure may have.

**Figure 1.4:** The three types of orbits in an injection structure.

- **\( \omega \)-orbits:**
  
  ![ω-orbits](image4)

- **\( Z \)-orbits:**
  
  ![Z-orbits](image5)

- **Cycles:**
  
  ![Cycles](image6)

Cenzer, Harizanov, and Remmel proved the following characterization theorem for injection structures.

**Theorem 1.3.1** ([6]). A computable injection structure \( \mathcal{A} \) is computably categorical if and only if \( \mathcal{A} \) has only finitely many infinite orbits, that is, only finitely many \( \omega \)-orbits and only finitely many \( Z \)-orbits.
Next, Cenzer, Harizanov, and Remmel [7] looked at two-to-one (2:1) structures $\mathcal{A} = (A, f)$, where $|f^{-1}(a)| = 2$ for all $a \in A$, as well as (2,0):1 structures $\mathcal{A} = (A, f)$, where $|f^{-1}(a)| \in \{0, 2\}$ for all $a \in A$. Thus, in a 2:1 structure, every element has exactly two pre-images under $f$, and in a (2,0):1 structure, every element has either exactly two pre-images or no pre-images under $f$. The types of orbits for these structures are shown below.

**Figure 1.5:** Types of orbits in two-to-one structures and (2,0):1 structures.

Types of Orbits in 2:1 Structures*

- **K-Cycles**:
  - $\cdots$
  - $\cdots$

- **Z-Chains**:
  - $\cdots$
  - $\cdots$

* $B$ represents the infinite full directed binary tree.

**Types of Orbits in (2,0):1 Structures**

- **K-Cycles**:
  - $\cdots$
  - $\cdots$

- **Z-Chains**:
  - $\cdots$
  - $\cdots$

- **$\omega$-Chains**:
  - $\cdots$
  - $\cdots$

* $B_i$ is any directed binary tree where each element has either 0 or 2 predecessors.

Cenzer, Harizanov, and Remmel partially characterized computably categorical (2,0):1 structures by considering additional structural and algorithmic properties. However, they fully characterized the computably categorical two-to-one structures by proving the following theorem.

**Theorem 1.3.2 ([7]).** A computable two-to-one structure $\mathcal{A}$ is computably categorical if and only if $\mathcal{A}$ has only finitely many $\mathbb{Z}$-chains.
The goal of this dissertation is to explore computable categoricity and other related topics for a similar class of infinite directed graphs called $(2,1):1$ structures. In Chapter 2, we give the defining properties of $(2,1):1$ structures, as well as address the associated isomorphism problem and higher levels of categoricity. We also discuss two additional functions on $(2,1):1$ structures, and how they affect the complexity of computable isomorphisms. In Chapter 3, we give necessary and sufficient conditions for a $(2,1):1$ structure to be computably categorical. Additionally, we investigate the related concept of relative computable categoricity. Lastly, we present a connection between computable categoricity of $(2,1):1$ structures and an open problem in number theory.
Chapter 2

(2,1):1 Structures

2.1 Basic Notions

Definition 2.1.1. A (2,1):1 structure (read as “two-or-one-to-one structure”) \( A = (A, f) \) is a countable set \( A \) (usually the natural numbers) together with a function \( f : A \to A \) such that \(|f^{-1}(a)| \in \{1, 2\} \) for all \( a \in A \). That is, every element in \( A \) has either exactly two pre-images or exactly one pre-image under \( f \).

Naturally, we say that a (2,1):1 structure \( A = (A, f) \) is computable if \( A \) is a computable set and \( f \) is a uniformly computable function.

Before we begin analyzing the computability-theoretic properties of these structures, we must first introduce and discuss some of their basic structural properties. We start with the orbit of an element.

Definition 2.1.2. Let \( A = (A, f) \) be a (2,1):1 structure, and let \( x \in A \). The orbit of \( x \) in \( A \), denoted by \( O_A(x) \), is defined as follows:

\[
O_A(x) = \{ y \in A | (\exists m, n)(f^m(x) = f^n(y)) \}
\]

Here, \( f^m(x) \) denotes the result of iterating the function \( m \) times on \( x \). If we think
of (2,1):1 structures as directed graphs, we can think of orbits as the connected components of the graph.

It is not hard to see that a (2,1):1 structure can only consist of two general types of orbits. We refer to them as **K-cycles** and **Z-chains**, following the naming conventions for the orbits of 2:1 structures used by Cenzer, Harizanov, and Remmel in [7]. We describe these orbits below.

**K-Cycles**

A **K-cycle** is a directed cycle with \( k \) elements, where every element in the cycle has a directed binary tree attached, each of which is either infinite or empty.

**Figure 2.1**: An example of a 4-cycle.

![Figure 2.1](image)

An element \( x \) of a K-cycle is called a **cyclic element** if there exists an \( n > 0 \) such that \( f^n(x) = x \). We denote the cyclic elements of a K-cycle as \( c_1, c_2, \ldots, c_K \), where \( c_i \neq c_j \) for \( 1 \leq i < j \leq K \), \( f(c_r) = c_{r+1} \) for \( 1 \leq r < K \), and \( f(c_K) = c_1 \). Since each K-cycle consists of only one directed cycle, we can uniquely specify a particular K-cycle within a (2,1):1 structure by listing its K cyclic elements.

In Figure 2.1, each of the cyclic elements \( c_1, c_2, c_3, \) and \( c_4 \) has a different type of binary tree attached. The tree attached to \( c_1 \) is often referred to as a **degenerate tree**, where every element in the tree has exactly one pre-image; the tree attached
to $c_2$ is called a **full binary tree**, where every element has exactly two pre-images; the tree attached to $c_3$ is the **empty tree**; and the tree attached to $c_4$ is an arbitrary infinite binary tree that is neither empty, degenerate, nor full.

**Z-Chains**

A **Z-chain** consists of a $\mathbb{Z}$-orbit of elements, where every element in the orbit has a directed binary tree attached, each of which is either infinite or empty.

**Figure 2.2:** An example of a $\mathbb{Z}$-chain.

Here, a $\mathbb{Z}$-orbit refers to an infinite set of elements $\{..., f^{-1}(x), x, f(x), ...\}$ such that for all $m, n \in \mathbb{Z}$ with $m \neq n$, $f^m(x) \neq f^n(x)$. Unlike with cyclic elements in a K-cycle, a $\mathbb{Z}$-orbit within a $\mathbb{Z}$-chain does not necessarily *uniquely* determine the $\mathbb{Z}$-chain, since a $\mathbb{Z}$-chain may contain more than one different $\mathbb{Z}$-orbit. Indeed, if a $\mathbb{Z}$-chain contains any element with two pre-images, then that $\mathbb{Z}$-chain will contain more than one distinct $\mathbb{Z}$-orbit. However, given a $\mathbb{Z}$-chain, we can establish a **canonical Z-orbit** $\{..., f^{-2}(x), f^{-1}(x), x, f(x), f^2(x), ...\}$, where $x$ is the least element in the $\mathbb{Z}$-chain (under the usual ordering on $\mathbb{N}$), and $f^{-(n+1)}(x)$ is the least pre-image of $f^{-n}(x)$ for all $n \geq 0$. Thus, in Figure 2.2, if we take the labeled elements to be the canonical $\mathbb{Z}$-orbit of the $\mathbb{Z}$-chain, then $f^{-1}(x)$ is the least pre-image of $x$, $f^{-3}(x)$ is the least pre-image of $f^{-2}(x)$, and so on.
As we can see from Figures 2.1 and 2.2, the orbits of a (2,1):1 structure are essentially directed graphs. However, this is not quite correct, as the orbit of an element \( x \) is only defined to be the set of elements in the same connected component as \( x \), and does not include any additional structure specifying an edge relation. It will be advantageous later on to be able to refer to a connected component in a (2,1):1 structure as a directed graph instead of just a set of vertices. So we formalize this notion in the following definition.

**Definition 2.1.3.** Let \( \mathcal{A} = (A, f) \) be a (2,1):1 structure, and let \( x \in A \). The connected component of \( x \) in \( \mathcal{A} \), denoted by \( C_\mathcal{A}(x) \), is the directed graph associated with \( O_\mathcal{A}(x) \). That is,

\[
C_\mathcal{A}(x) = (V, E)
\]

where \( V = O_\mathcal{A}(x) \) and \( E = \{(x, f(x)) : x \in V\} \).

Since a (2,1):1 structure can have at most countably many connected components, we shall often enumerate the connected components of a structure as \( C_0, C_1, C_2, \ldots \).

**Lemma 2.1.4.** Let \( \mathcal{A} = (A, f) \) be a computable (2,1):1 structure, and let \( x \in A \). Then the following are all \( \forall \)-computable:

1. \( \{x : O_\mathcal{A}(x) \text{ is a } K\text{-cycle}\} \)
2. \( \{x : O_\mathcal{A}(x) \text{ is a } \mathbb{Z}\text{-chain}\} \)
3. \( \{(x, y) : O_\mathcal{A}(x) = O_\mathcal{A}(y)\} \)
4. \( C_\mathcal{A}(x) \).
Proof. To see that (1) is $\emptyset'$-computable, observe that $O_{A}(x)$ is a K-cycle if and only if the following statement holds:

$$\exists c, n [f^{n}(x) = c \land f^{K}(c) = c \land (\forall m < K)(m \neq 0 \implies f^{m}(c) \neq c)] \quad (*)$$

The relation inside of the bracket is computable since $f$ is computable and the universal quantifier is bounded. So $(*)$ is a $\Sigma_{1}^{0}$-formula, and thus (1) is a $\Sigma_{1}^{0}$-set. Therefore, (1) is $\emptyset'$-computable.

The set (2) is the complement of (1) in $A$. Thus, (2) is also $\emptyset'$-computable.

By Definition 2.1.2, $O_{A}(x) = O_{A}(y)$ if and only if the following statement holds:

$$(\exists m, n)(f^{m}(x) = f^{n}(y)) \quad (**)$$

Since $(**)$ is also a $\Sigma_{1}^{0}$-formula, (3) is a $\Sigma_{1}^{0}$-set, and thus it is also computable in $\emptyset'$.

Finally, (4) is a directed graph, whose set of vertices $V$ is \{ $y : O_{A}(x) = O_{A}(y)$ \} and whose edges $E$ are \{(a, b) : a \in V \land f(a) = b \}. Since (3) is computable in $\emptyset'$, the vertex set $V$ is also computable in $\emptyset'$. $E$ is also $\emptyset'$-computable, since $V$ is $\emptyset'$-computable and $f$ is a computable function. Therefore, (4) is an $\emptyset'$-computable graph. \qed

To further analyze our structures as graphs, we explore another fundamental property that we will refer to often: the tree of an element.

Definition 2.1.5. Let $A = (A, f)$ be a (2,1):1 structure, and let $x \in A$. The tree of $x$ in $A$, denoted by $\text{tree}_{A}(x)$, is defined as:

$$\text{tree}_{A}(x) = \{ a \in A : (\exists n)(f^{n}(a) = x) \}$$

Furthermore, the Tree of $x$ in $A$, denoted by $\text{Tree}_{A}(x)$, is the directed graph associated with $\text{tree}_{A}(x)$. That is,
\[ \text{Tree}_A(x) = (V, E) \]

where \( V = \text{tree}_A(x) \) and \( E = \{(x, f(x)) : x \in V \land f(x) \in V \} \).

Intuitively, we can think of \( \text{tree}_A(x) \) as the set of all predecessors of \( x \) (or the set of all elements that will eventually lead to \( x \)), and we can think of \( \text{Tree}_A(x) \) as a rooted binary tree with \( x \) as its root. It is apparent that if \( c_i \) is a cyclic element, then \( \text{tree}_A(c_i) = \mathcal{O}_A(c_i) \), which is the entire K-cycle containing \( c_i \). However, we often wish to refer to those elements in a K-cycle that are connected to a cyclic element via a directed path that does not contain other cyclic elements. So we introduce the notion of an exclusive tree.

**Definition 2.1.6.** Let \( \mathcal{A} = (A, f) \) be a (2,1):1 structure, and let \( c_i \) be a cyclic element on a K-cycle in \( A \). The exclusive tree of \( c_i \) in \( \mathcal{A} \), denoted by \( \text{extree}_A(c_i) \), is the following set:

\[
\text{extree}_A(c_i) = \{a \in A : (\exists n)[f^n(a) = c_i \land (\forall m < n)(f^{m+K}(a) \neq f^m(a))]\}
\]

The exclusive Tree of \( c_i \) in \( \mathcal{A} \), denoted by \( \text{exTree}_A(c_i) \) is the directed graph associated with \( \text{extree}_A(c_i) \).

Thus, in Figure 2.1, the exclusive Trees of \( c_1, c_2, \) and \( c_3 \) are degenerate, full, and empty, respectively.

All of the structural properties of (2,1):1 structures presented so far are generally infinite sets, or infinite substructures, which can be very complex. To begin to examine the computability-theoretic properties of such structures, it is easier to look at some important types of finite components of (2,1):1 structures. We list them below.

**Definition 2.1.7.** Let \( \mathcal{A} = (A, f) \) be a (2,1):1 structure, let \( x \in A \), let \( A_0 \subseteq A \) be the elements of a K-cycle in \( \mathcal{A} \) with cyclic elements \( c_1, c_2, ..., c_i, ..., c_K \), and let \( n \in \mathbb{N} \).
(a) The \( n^{th} \) level of the tree of \( x \), denoted by \( \text{tree}_A(x|n) \), is defined as:

\[
\text{tree}_A(x|n) = \{a \in A : f^n(a) = x\}.
\]

Similarly, the \( n^{th} \) level of the exclusive tree of \( c_i \) is defined as:

\[
\text{extree}_A(c_i|n) = \{a \in A : a \in \text{extree}_A(c_i) \land f^n(a) = c_i\}.
\]

(b) The tree of \( x \), truncated at level \( n \), denoted by \( \text{tree}_A(x,n) \), is defined as:

\[
\text{tree}_A(x,n) = \{a \in A : (\exists m \leq n)(f^m(a) = x)\},
\]

and \( \text{Tree}_A(x,n) \) is its associated directed graph.

Similarly, the exclusive tree of \( c_i \), truncated at level \( n \) is defined as:

\[
\text{exTree}_A(c_i,n) = \{a \in A : a \in \text{extree}_A(c_i) \land (\exists m \leq n)(f^m(a) = x)\},
\]

and \( \text{exTree}_A(c_i,n) \) is its associated directed graph.

(c) The \( n^{th} \) level of the K-cycle \( A_0 \), denoted by \( (A_0|n) \), is defined as:

\[
(A_0|n) = \{a \in A : (\exists i \leq K)(a \in \text{extree}_A(c_i|n))\}.
\]

The K-cycle \( A_0 \), truncated at level \( n \), denoted by \( (A_0,n) \), is defined as:

\[
(A_0,n) = \{a \in A : (\exists i \leq K)(a \in \text{extree}_A(c_i,n))\},
\]

and \( (C_0,n) \) is its associated directed graph.

We conclude this section with some basic computability facts, which will be useful in the upcoming sections.

**Lemma 2.1.8.** Let \( A = (A,f) \) be a computable \((2,1):1\) structure, let \( x \in A \), let \( A_0 \subseteq A \) be the elements of a K-cycle in \( A \) with cyclic elements \( c_1,c_2,\ldots,c_i,\ldots,c_K \), and let \( n \in \mathbb{N} \). Then:

(a) \( \text{tree}_A(x|n) \), \( \text{extree}_A(c_i|n) \), and \( (A_0|n) \) are computable.
(b) \(\text{tree}_A(x, n), \text{extree}_A(c_i, n),\) and \((A_0, n)\) are computable. Also, \(\text{Tree}_A(x, n),\)
\(\text{extree}_A(c_i, n),\) and \((C_0, n)\) are computable as well.

(c) \(\text{tree}_A(x)\) and \(\text{extree}_A(c_i)\) are \(0'\)-computable. Also, \(\text{Tree}_A(x)\) and \(\text{extree}_A(c_i)\)
are \(0'\)-computable.

Proof. Let \(a, b \in A\) be given.

(a) Since \(a \in \text{tree}_A(x|n)\) if and only if \(f^n(a) = x\), we can decide membership of
\(\text{tree}_A(x|n)\) by simply calculating \(f^n(a)\), which is an effective procedure since \(f\)
is computable. Next, \(a \in \text{extree}_A(c_i|n)\) if and only if the following statement holds:

\[
(\forall m < n)(\forall j \leq K)[a \in \text{tree}_A(c_i|n) \land f^m(a) \neq c_j]
\]

Since the predicate in brackets is computable (as previously established) and
the universal quantifiers are bounded, (1) is computable, and thus so is \(\text{extree}_A(c_i|n)\).
Finally, \(a \in (A_0|n)\) if and only if:

\[
(\exists j \leq K)[a \in \text{extree}_A(c_j|n)]
\]

Since \(\text{extree}_A(c_j|n)\) is computable, and the existential quantifier is bounded,
(2) is computable, and thus so is \((A_0|n)\).

(b) Observe that \(a \in \text{tree}_A(x, n)\) if and only if:

\[
(\exists m \leq n)[a \in \text{tree}_A(x|m)]
\]

By part (a), (3) is computable, and hence \(\text{tree}_A(x, n)\) is computable. Similarly,
a \(a \in \text{extree}_A(c_i, n)\) if and only if:

\[
(\exists m \leq n)[a \in \text{extree}_A(c_i|m)]
\]
Again, by part (a), (4) is computable, and hence so is $exTree_A(c_i, n)$. Next, $a \in (A_0, n)$ if and only if:

$$(\exists m \leq n)[a \in (A_0|m)]$$

By part (a), (5) is computable. Hence, $(A_0, n)$ is computable.

To show that $Tree_A(x, n)$ is computable, it suffices to show that the edge set $E$ of $Tree_A(x, n)$ is computable, since the vertex set $V$ is simply $tree_A(x, n)$, which has already been shown to be computable. Given an ordered pair $(a, b)$, we can decide if $(a, b) \in E$ by simply checking if $a \in V$, and $b \in V$, and $f(a) = b$, all of which are computable. A similar argument shows that $exTree_A(c_i, n)$ and $(C_0, n)$ are computable as well.

(c) Recall that $a \in tree_A(x)$ if and only if:

$$(\exists n)[f^n(a) = x]$$

Since (6) is a $\Sigma^0_1$-formula (the predicate in brackets is computable), $tree_A(x)$ is a $\Sigma^0_1$-set, and is therefore computable in $\emptyset'$. Similarly, $a \in exTree_A(c_i)$ if and only if:

$$(\exists n)[a \in exTree_A(c_i|n)]$$

Again, (7) is a $\Sigma^0_1$-formula, and so $exTree_A(c_i)$ is also a $\Sigma^0_1$-set, and is therefore computable in $\emptyset'$. A similar argument as the one used in part (b) shows that $Tree_A(x)$ and $exTree_A(c_i)$ are $\emptyset'$-computable graphs.
2.2 The Isomorphism Problem for (2,1):1 Structures

Given a class of structures $C$, the isomorphism problem for $C$ is the problem of deciding membership of the following set:

$\{(i, j) : \varphi_i$ and $\varphi_j$ are the characteristic functions of isomorphic structures in $C\}$,

where the characteristic function of a structure is simply the characteristic function of its atomic diagram.

More informally, the isomorphism problem asks whether or not two given structures within a class are isomorphic to each other. We generally wish to determine the difficulty of the isomorphism problem for a class of structures. That is, for a given class $C$, we want to establish an upper bound within the Arithmetical Hierarchy for the complexity of the isomorphism problem for $C$. This has been done for a variety of structures, including certain types of graphs and trees. For example, Steiner proved in [49] that the isomorphism problem for computable finite-branching trees under a predecessor function is $\Pi_2^0$. In this section, we establish a corresponding result for directed graphs associated with (2,1):1 structures. First, we start with a natural definition.

**Definition 2.2.1.** Let $A = (A, f)$ and $B = (B, g)$ be two (2,1):1 structures. Then a function $h : A \rightarrow B$ is an isomorphism from $A$ to $B$ if $h$ is a bijection and for all $x \in A$, $h(f(x)) = g(h(x))$. That is, $h$ is an isomorphism from $A$ to $B$ if $h$ is a bijection that preserves the function.

We can also visualize Definition 2.2.1 by stating that $h$ is an isomorphism from $A$ to $B$ if $h$ is a bijection and, for all $x \in A$, the following diagram commutes:
Naturally, we say that $\mathcal{A}$ and $\mathcal{B}$ are \textit{isomorphic} if there exists an isomorphism $h$ from $\mathcal{A}$ to $\mathcal{B}$, and we write $\mathcal{A} \cong \mathcal{B}$. Since we can now think of our structures as directed graphs, we can say that two (2,1):1 structures are isomorphic if their associated directed graphs are isomorphic. We shall often appeal to this intuition from now on, rather than referring to the more technical statement given in Definition 2.2.1.

We now establish the main result of this section, that the isomorphism problem for computable (2,1):1 structures is $\Pi^0_4$. First, we need the following lemmas.

**Lemma 2.2.2.** Let $\mathcal{A} = (A, f)$ and $\mathcal{B} = (B, g)$ be two computable (2,1):1 structures with non-cyclic elements $a_0 \in A$ and $b_0 \in B$, and let $n > 0$ be given. Then the isomorphism problem for $\text{Tree}_A(a_0, n)$ and $\text{Tree}_B(b_0, n)$ is decidable via a $\Delta^0_2$-oracle.

**Proof.** We first show by induction that for any $n > 0$, we can reveal all vertices and edges of $\text{Tree}_A(a_0, n)$ and $\text{Tree}_B(b_0, n)$ via a $\Delta^0_2$-oracle.

Given a $\Delta^0_2$-oracle, we can use it to compute all vertices of $\text{Tree}_A(a_0, 1)$ by determining if the following $\Sigma^0_1$ statement is true:

$$ (\exists a_1, a_2)[f(a_1) = f(a_2) = a_0 \land a_1 \neq a_2] \quad \text{(*)} $$

If (*) holds, then we search until we find such elements $a_1$ and $a_2$. Otherwise, we
end our search after finding one such element \( a_1 \) with \( f(a_1) = a_0 \). In either case, we can effectively reveal \( \text{Tree}_A(a_0, 1) \). In a similar manner, we can reveal \( \text{Tree}_B(b_0, 1) \).

Now assume inductively that we can reveal \( \text{Tree}_A(a_0, m) \) and \( \text{Tree}_B(b_0, m) \) via a \( \Delta^0_2 \)-oracle, where \( m \geq 1 \). From Lemma 2.1.8(a), we know that \( \text{tree}_A(a_0|m) \) is computable. So for each element \( x \in \text{tree}_A(a_0|m) \) (of which there are only finitely many), we use our \( \Delta^0_2 \)-oracle to determine if the following statement holds:

\[
(\exists x_1, x_2)[f(x_1) = f(x_2) = x \land x_1 \neq x_2]
\]

(\text{**})

If (**) holds for a particular \( x \), we search for and find both pre-images of \( x \); otherwise, we stop searching after finding the first pre-image of \( x \). So with our oracle, we can effectively find the pre-images of all elements in the \( m^{th} \) level of the tree of \( a_0 \), giving us all elements in the \((m + 1)^{th}\) level. And since we can reveal \( \text{Tree}_A(a_0, m) \) with a \( \Delta^0_2 \)-oracle by the inductive hypothesis, we have that \( \text{Tree}_A(a_0, m + 1) \) can also be revealed using a \( \Delta^0_2 \)-oracle. By the same argument, we have the same result for \( \text{Tree}_B(b_0, m + 1) \), thus completing the induction.

Now recall that \( \text{Tree}_A(a_0, n) \) and \( \text{Tree}_B(b_0, n) \) are finite directed graphs. So once we know all of the vertices and edges of both graphs (which is \( \Delta^0_2 \)-computable from our induction argument), we only need to check finitely many possible isomorphisms from \( \text{Tree}_A(a_0, n) \) to \( \text{Tree}_B(b_0, n) \) to decide if the two trees are isomorphic. Therefore, the isomorphism problem for \( \text{Tree}_A(a_0, n) \) and \( \text{Tree}_B(b_0, n) \) is decidable via a \( \Delta^0_2 \)-oracle.

\( \square \)

**Lemma 2.2.3.** Let \( A = (A, f) \) and \( B = (B, g) \) be two computable (2,1):1 structures with non-cyclic elements \( a_0 \in A \) and \( b_0 \in B \). Then the isomorphism problem for \( \text{Tree}_A(a_0) \) and \( \text{Tree}_B(b_0) \) is \( \Pi^0_2 \).
Proof. Note that Tree\(_A(a_0)\) and Tree\(_B(b_0)\) are isomorphic if and only if the following statement holds:

\[
(\forall n) [\text{Tree}_A(a_0, n) \cong \text{Tree}_B(b_0, n)]
\]

By Lemma 2.2.2, the statement in brackets is \(\Delta^0_2\), and thus it is \(\Pi^0_2\). So the bracketed statement can be written as a \(\forall \exists\)-formula, which implies that (*) can be written as a \(\forall \exists\)-sentence, which in turn can be written as a \(\exists\)-sentence. Therefore, (*) is a \(\Pi^0_2\) sentence, and the isomorphism problem for Tree\(_A(a_0)\) and Tree\(_B(b_0)\) is \(\Pi^0_2\).

Lemma 2.2.4. Let \(\mathcal{A} = (A, f)\) and \(\mathcal{B} = (B, g)\) be two computable (2,1):1 structures with cyclic elements \(a_0 \in A\) and \(b_0 \in B\). Then the isomorphism problem for exTree\(_A(a_0)\) and exTree\(_B(b_0)\) is also \(\Pi^0_2\).

Proof. Observe that exTree\(_A(a_0)\) \(\cong\) exTree\(_B(b_0)\) if and only if the following statement holds:

\[
(\forall n) [\text{exTree}_A(a_0, n) \cong \text{exTree}_B(b_0, n)]
\]

So it suffices to show that the statement in brackets in \(\Delta^0_2\), as we can use the same argument from the proof of Lemma 2.2.3 to show that (*) is \(\Pi^0_2\).

Let \(n\) be given. To decide if exTree\(_A(a_0, n)\) is isomorphic to exTree\(_B(b_0, n)\), we first check if \(a_0\) and \(b_0\) have two predecessors. This can be computed using a \(\Delta^0_2\)-oracle, as was established in the proof of Lemma 2.2.2. If neither \(a_0\) nor \(b_0\) have two predecessors, then exTree\(_A(a_0, n)\) \(\cong\) exTree\(_B(b_0, n)\), in a trivial way. If \(a_0\) and \(b_0\) have different numbers of predecessors, then exTree\(_A(a_0, n)\) \(\not\cong\) exTree\(_B(b_0, n)\).

If both \(a_0\) and \(b_0\) have two predecessors, let \(a_1\) and \(b_1\) be the respective predecessors of \(a_0\) and \(b_0\) that are not cyclic elements. We can computably determine \(a_1\) and \(b_1\) by first searching for both predecessors of \(a_0\) and \(b_0\), then iterating \(f\) and \(g\) on \(a_0\)
and \( b_0 \) respectively until we find the cyclic predecessors of both \( a_0 \) and \( b_0 \); then the remaining predecessors of \( a_0 \) and \( b_0 \) must be the non-cyclic elements \( a_1 \) and \( b_1 \).

Then for \( n \geq 1 \), \( \text{exTree}_A(a_0, n) \cong \text{exTree}_B(b_0, n) \) if and only if \( \Tree_A(a_1, n - 1) \cong \Tree_B(b_1, n - 1) \) (for \( n = 0 \), \( \text{exTree}_A(a_0, n) \) and \( \text{exTree}_B(b_0, n) \) are trivially isomorphic). By Lemma 2.2.2, the statement \( \Tree_A(a_1, n - 1) \cong \Tree_B(b_1, n - 1) \) is \( \Delta^0_2 \). Hence, the bracketed statement in \( (*) \) is also \( \Delta^0_2 \), establishing that \( (*) \) is \( \Pi^0_2 \). Therefore, the isomorphism problem for \( \text{exTree}_A(a_0) \) and \( \text{exTree}_B(b_0) \) is also \( \Pi^0_2 \).

\[ \square \]

**Lemma 2.2.5.** Let \( \mathcal{A} = (A, f) \) and \( \mathcal{B} = (B, g) \) be two computable \((2,1):1\) structures. Suppose that \( A_0 \subseteq A \) and \( B_0 \subseteq B \) consist of all of the elements in a K-cycle of \( A \) and an L-cycle of \( B \) respectively, with cyclic elements \( c_1, ..., c_K \in A_0 \) and \( d_1, ..., d_L \in B_0 \). Then the statement \( \Tree_A(c_1) \cong \Tree_B(d_1) \) is \( \Pi^0_2 \). That is, the isomorphism problem for K-cycles is \( \Pi^0_2 \).

**Proof.** Observe that \( \Tree_A(c_1) \cong \Tree_B(d_1) \) if and only if \( |\{c_1, ..., c_K\}| = |\{d_1, ..., d_L\}| \) and the following sentence is true:

\[
(\exists j \leq L)[\text{exTree}_A(c_1) \cong \text{exTree}_B(d_j) \land (\forall n \leq K)(\text{exTree}_A(f^n(c_1)) \cong \text{exTree}_B(g^n(d_j)))]
\]

The existential quantifier is bounded, and thus does not add any complexity to the bracketed statement. The first conjunct in brackets is \( \Pi^0_2 \) by Lemma 2.2.4. The universal quantifier in front of the second conjunct is also bounded, and thus does not change the complexity of the statement inside the quantifier, which is also \( \Pi^0_2 \) by Lemma 2.2.4. Hence, the whole sentence above is \( \Pi^0_2 \). Also, the statement \( |\{c_1, ..., c_K\}| = |\{d_1, ..., d_L\}| \) is easily seen to be computable, as we can simply iterate \( f \) on \( c_1 \) and \( g \) on \( d_1 \) and count the number of cyclic elements in both cycles.
until we arrive at $c_1$ and $d_1$ again. Therefore, the isomorphism problem for K-cycles is $\Pi^0_2$.

**Lemma 2.2.6.** Let $\mathcal{A} = (A, f)$ and $\mathcal{B} = (B, g)$ be two computable (2,1):1 structures with elements $a_0 \in A$ and $b_0 \in B$ such that both $a_0$ and $b_0$ are in $\mathbb{Z}$-chains. Then the statement “$C_A(a_0) \cong C_B(b_0)$” is $\Sigma^0_3$. That is, the isomorphism problem for $\mathbb{Z}$-chains is $\Sigma^0_3$.

**Proof.** Observe that the $\mathbb{Z}$-chain containing $a_0$ and the $\mathbb{Z}$-chain containing $b_0$ are isomorphic if and only if the following is true:

$$(\exists p, q)(\forall t)[\text{Tree}_A(f^{p+t}(a_0)) \cong \text{Tree}_B(g^{q+t}(b_0))]$$

By Lemma 2.2.3, the statement in brackets is $\Pi^0_2$. So, $(*)$ can be written as a $\exists\forall\exists$-sentence, and thus it can be written as a $\exists\forall\exists$-sentence. Therefore, $(*)$ is a $\Sigma^0_3$-sentence, and the isomorphism problem for $\mathbb{Z}$-chains is $\Sigma^0_3$. □

**Lemma 2.2.7.** Let $\mathcal{A} = (A, f)$ and $\mathcal{B} = (B, g)$ be two computable (2,1):1 structures with elements $a_0 \in A$ and $b_0 \in B$. Then the statement “$C_A(a_0) \cong C_B(b_0)$” is $\Sigma^0_3$. That is, determining if two arbitrary connected components are isomorphic is $\Sigma^0_3$.

**Proof.** To determine if $C_A(a_0)$ is isomorphic to $C_B(b_0)$, we first decide if $a_0$ and $b_0$ are in the same type of orbit. By Lemma 2.1.4, deciding the type of orbit of an element is $\Sigma^0_1$, and thus certainly $\Sigma^0_3$. If $a_0$ and $b_0$ are in different types of orbits, then $C_A(a_0)$ and $C_B(b_0)$ are automatically non-isomorphic. If $a_0$ and $b_0$ are both in K-cycles, then by Lemma 2.2.5 the isomorphism problem for $C_A(a_0)$ and $C_B(b_0)$ is $\Pi^0_2$, and thus $\Sigma^0_3$. If $a_0$ and $b_0$ are both in $\mathbb{Z}$-chains, then by Lemma 2.2.6 the isomorphism problem for the two connected components is also $\Sigma^0_3$. Therefore, the isomorphism problem for two arbitrary connected components is $\Sigma^0_3$. □
With these lemmas in place, we can now establish the main theorem for this section.

**Theorem 2.2.8.** Let $A = (A, f)$ and $B = (B, g)$ be two computable (2,1):1 structures, with connected components $G_i$ in $A$ and $H_i$ in $B$. Then the statement “$A \cong B$” is $\Pi^0_4$.

**Proof.** The theorem follows from the key observation that $A$ and $B$ are isomorphic if and only if the number of connected components in $A$ with any given isomorphism type is equal to the number of connected components in $B$ with that isomorphism type.

Define formulas $P$, $Q$, $R$, and $S$ in the following manner:

\[
P : [\bigwedge_{1 \leq i < j \leq k} (O_A(a_i) \neq O_A(a_j)) \land \bigwedge_{1 \leq i < j \leq k} (C_A(a_i) \cong C_A(a_j) \cong G_n)]
\]

\[
Q : [\bigwedge_{1 \leq i < j \leq k} (O_B(b_i) \neq O_B(b_j)) \land \bigwedge_{1 \leq i < j \leq k} (C_B(b_i) \cong C_B(b_j) \cong G_n)]
\]

\[
R : [\bigwedge_{1 \leq i < j \leq k} (O_B(b_i) \neq O_B(b_j)) \land \bigwedge_{1 \leq i < j \leq k} (C_B(b_i) \cong C_B(b_j) \cong H_n)]
\]

\[
S : [\bigwedge_{1 \leq i < j \leq k} (O_A(a_i) \neq O_A(a_j)) \land \bigwedge_{1 \leq i < j \leq k} (C_A(a_i) \cong C_A(a_j) \cong H_n)]
\]

Then $A \cong B$ if and only if the following statement holds:

\[
(\forall n, k)[((\exists a_1, \ldots, a_k)(P) \implies (\exists b_1, \ldots, b_k)(Q)) \land ((\exists b_1, \ldots, b_k)(R) \implies (\exists a_1, \ldots, a_k)(S))]
\]

By Lemmas 2.1.4 and 2.2.7, formulas $P$, $Q$, $R$, and $S$ are all $\Sigma^0_3$. Thus, the
existential formulas in brackets above are also $\Sigma^0_3$, and so the universal statement is $\Pi^0_4$. Therefore, the isomorphism problem for (2,1):1 structures is $\Pi^0_4$. 

2.3 $\Delta^0_n$-Categoricity of (2,1):1 Structures

We now turn our attention to establishing the complexity of isomorphisms between two isomorphic (2,1):1 structures. More specifically, given two computable isomorphic (2,1):1 structures, we wish to give an upper bound on the complexity of any isomorphism between the two structures. To that end, we start with a generalized notion of Definition 1.2.3.

**Definition 2.3.1.** A computable structure $\mathcal{A}$ is $\Delta^0_n$-categorical if every two computable copies of $\mathcal{A}$ are isomorphic via a $\Delta^0_n$ function; that is, there is an isomorphism between any two computable copies that is computable in $\emptyset^{(n-1)}$.

Center, Harizanov, and Remmel proved in [6] that all computable injection structures are $\Delta^0_3$-categorical, and in [37] Marshall proved the same result for partial injection structures. In [7], Cenzer, Harizanov, and Remmel showed that all computable 2:1 structures are $\Delta^0_2$-categorical, and that all computable, locally finite (2,0):1 structures are $\Delta^0_3$-categorical.

Our main result in this section is that all (2,1):1 structures are $\Delta^0_4$-categorical. In other words, the isomorphism between any two computable isomorphic (2,1):1 structures is computable in $\emptyset'''$. Like the main theorem in the previous section, we prove this through a series of lemmas, building up from truncated trees to any arbitrary (2,1):1 structure.

**Lemma 2.3.2.** Let $\mathcal{A} = (A,f)$ and $\mathcal{B} = (B,g)$ be two computable (2,1):1 struc-
tures with non-cyclic elements \( a_0 \in A \) and \( b_0 \in B \), and let \( n > 0 \) be given. If \( \text{Tree}_A(a_0, n) \cong \text{Tree}_B(b_0, n) \), then they are isomorphic via a \( \Delta^0_2 \)-function.

**Proof.** In the proof of Lemma 2.2.2, we showed that we can reveal all vertices and edges of \( \text{Tree}_A(a_0, n) \) and \( \text{Tree}_B(b_0, n) \) with a \( \Delta^0_2 \)-oracle. Once we know all of the vertices and edges of the two finite truncated trees (which is \( \Delta^0_2 \)-computable), determining an isomorphism between them is a computable process. Therefore, \( \text{Tree}_A(a_0, n) \) and \( \text{Tree}_B(b_0, n) \) are \( \Delta^0_2 \)-isomorphic. 

**Lemma 2.3.3.** Let \( A = (A, f) \) and \( B = (B, g) \) be two computable \((2; 1):1 \) structures with non-cyclic elements \( a_0 \in A \) and \( b_0 \in B \). If \( \text{Tree}_A(a_0) \cong \text{Tree}_B(b_0) \), then they are \( \Delta^0_3 \)-isomorphic.

**Proof.** We prove the lemma by constructing a \( \Delta^0_3 \)-isomorphism \( h : \text{Tree}_A(a_0) \to \text{Tree}_B(b_0) \). We do this in stages as follows:

**Stage 0:** Define \( h_0 : \text{Tree}_A(a_0, 0) \to \text{Tree}_B(b_0, 0) \) by simply letting \( h_0(a_0) = b_0 \).

**Stage \( s+1 \):** Assume that from stage \( s \), we have a partial isomorphism \( h_s \) from \( \text{Tree}_A(a_0, s) \) to \( \text{Tree}_B(b_0, s) \). At stage \( s+1 \), we seek to define \( h_{s+1} \), a partial isomorphism from \( \text{Tree}_A(a_0, s + 1) \) to \( \text{Tree}_B(b_0, s + 1) \). Unfortunately, we cannot simply extend \( h_s \) to \( h_{s+1} \), since there may not exist such a partial isomorphism \( h_{s+1} \) that extends \( h_s \). For example, \( h_s \) may have mapped an element \( x \in \text{tree}_A(a_0|s) \) with one pre-image to an element \( y \in \text{tree}_B(b_0|s) \) with two pre-images. Then \( h_s \) would still be a partial isomorphism from \( \text{Tree}_A(a_0, s) \) to \( \text{Tree}_B(b_0, s) \), but once we reveal the \( (s + 1)^{th} \) level of \( \text{Tree}_A(a_0) \) and \( \text{Tree}_B(b_0) \), we would see that \( h_s \) “made a mistake”, and cannot be extended to a partial isomorphism \( h_{s+1} \).

So at the beginning of stage \( s+1 \), we reveal \( \text{Tree}_A(a_0, s + 1) \) and \( \text{Tree}_B(b_0, s + 1) \), and find the first partial isomorphism \( p : \text{tree}_A(a_0, s + 1) \to \text{tree}_B(b_0, s + 1) \) such
that \( \text{card}[\text{Eq}(h_s, p \mid_{\text{Tree}_A(a_0, s)})] \) is maximal, where \( \text{Eq}(f, g) \) is the equalizer of \( f \) and \( g \), i.e., the set of all elements \( x \) such that \( f(x) = g(x) \). Then define \( h_{s+1} = p \) and go on to stage \( s + 2 \).

This ends the construction. Finally, let \( h = \lim_s h_s \). To complete the proof of the lemma, we must prove two claims:

**Claim 1.** The function \( h \) is an isomorphism from \( \text{Tree}_A(a_0) \) to \( \text{Tree}_B(b_0) \). That is, \( \lim_s h_s \) exists.

**Proof of Claim 1.** Let \( x \in \text{tree}_A(a_0) \). We need to show that there exists a stage \( s \) such that for all \( t > s \), \( h_s(x) = h_t(x) \). Suppose \( x \in \text{tree}_A(a_0|n) \). Then at the end of stage \( n \), \( h_n(x) \) is defined. If there exists an isomorphism \( H : \text{Tree}_A(a_0) \rightarrow \text{Tree}_B(b_0) \) such that \( H(x) = h_n(x) \), then we are done, since by the nature of the construction we will never have to redefine the partial isomorphism on \( x \) after stage \( n \). Otherwise, no such isomorphism \( H \) exists, and there will be a stage \( r > n \) such that \( h_r(x) \neq h_{r-1}(x) \), that is, a stage when the partial isomorphism is redefined on \( x \). However, this can happen at only finitely many stages, since there are only finitely many elements in \( \text{tree}_B(b_0|n) \) to which \( x \) can be mapped, and at least one of these elements represents the image of \( x \) under an isomorphism \( H : \text{Tree}_A(a_0) \rightarrow \text{Tree}_B(b_0) \). Thus, there must be a stage \( s \geq n \) such that for all \( t > s \), \( h_t(x) = h_s(x) \).

**Claim 2.** The isomorphism \( h \) is a \( \Delta^0_3 \)-function.

**Proof of Claim 2.** At each stage \( s+1 \) of the construction, we reveal \( \text{Tree}_A(a_0, s + 1) \) and \( \text{Tree}_B(b_0, s + 1) \), which, from the proof of Lemma 2.2.2, is \( \Delta^0_2 \)-computable. Then we can computably find all of the (finitely many) partial isomorphisms \( p \) from \( \text{Tree}_A(a_0, s + 1) \) to \( \text{Tree}_B(b_0, s + 1) \), computably determine \( \text{card}[\text{Eq}(h_s, p \mid_{\text{Tree}_A(a_0, s)})] \) for each \( p \), then define \( h_{s+1} \) accordingly. Hence, each partial isomorphism \( h_s \) is
$\Delta^0_2$-computable. Since $h = \lim_s h_s$ is the limit of $\Delta^0_2$-computable functions, $h$ is a $\Delta^0_3$-function.

Lemma 2.3.4. Let $A = (A, f)$ and $B = (B, g)$ be two computable (2,1):1 structures with cyclic elements $a_0 \in A$ and $b_0 \in B$. If $\text{exTree}_A(a_0) \cong \text{exTree}_B(b_0)$, then they are $\Delta^0_3$-isomorphic.

Proof. Given a $\Delta^0_3$-oracle, we first decide if the following $\Sigma^0_1$-formula is true:

$$(\exists a_1, a_2)[f(a_1) = f(a_2) = a_0 \land a_1 \neq a_2] \quad (\ast)$$

If $(\ast)$ does not hold, then $a_0$ only has one pre-image, which must also be a cyclic element. Thus, $\text{exTree}_A(a_0)$ is the empty tree and so, by assumption, $\text{exTree}_B(b_0)$ is the empty tree as well. So the two exclusive trees are trivially computably isomorphic, and thus clearly $\Delta^0_3$-isomorphic.

If $(\ast)$ does hold, then there exists a non-cyclic element $a_1 \in \text{exTree}_A(a_0)$ such that $f(a_1) = a_0$. Then by assumption, there is a non-cyclic element $b_1 \in \text{exTree}_B(b_0)$ such that $g(b_1) = b_0$. Furthermore, $\text{Tree}_A(a_1)$ and $\text{Tree}_B(b_1)$ are isomorphic. So by Lemma 2.3.3, $\text{Tree}_A(a_1)$ and $\text{Tree}_B(b_1)$ are $\Delta^0_3$-isomorphic. Therefore, by simply mapping $a_0$ to $b_0$ and using our $\Delta^0_3$-oracle to map $\text{Tree}_A(a_1)$ to $\text{Tree}_B(b_1)$, we have that $\text{exTree}_A(a_0)$ and $\text{exTree}_B(b_0)$ are $\Delta^0_3$-isomorphic.

Lemma 2.3.5. Let $A = (A, f)$ and $B = (B, g)$ be two computable (2,1):1 structures. Suppose that $A_0 \subseteq A$ and $B_0 \subseteq B$ consist of the elements in a $K$-cycle of $A$ and $B$ respectively, with cyclic elements $c_1, ..., c_K \in A_0$ and $d_1, ..., d_K \in B_0$. If $C_A(c_1) \cong C_B(d_1)$, then they are $\Delta^0_3$-isomorphic. That is, all $K$-cycles are $\Delta^0_3$-categorical.

Proof. Given a $\Delta^0_3$-oracle, we wish to compute the isomorphism from $C_A(c_1)$ to $C_B(d_1)$. Clearly, any isomorphism between the two $K$-cycles must isomorphically
map the cyclic elements from \( A_0 \) to those in \( B_0 \). There are only \( k \) such isomorphisms, each of which is completely determined by where it maps \( c_1 \). For example, if \( c_1 \) is mapped to \( d_2 \), then \( c_2 \) must be mapped to \( d_3 \), \( c_3 \) mapped to \( d_4 \), etc. If \( c_1 \) is mapped to \( d_K \), then \( c_2 \) must be mapped to \( d_1 \), \( c_3 \) mapped to \( d_2 \), etc.

So define \( h_j : \{c_1, ..., c_K\} \rightarrow \{d_1, ...d_K\} \) to be the isomorphism on the cyclic elements such that \( h_j(c_1) = d_j \) (thus \( h_j \) is fixed for all other cyclic elements in \( A_0 \)). Then for each \( j \) with \( 1 \leq j \leq K \), by Lemma 2.2.4, we can use a \( \Delta^0_3 \)-oracle to check if \( \text{exTree}_A(c_i) \cong \text{exTree}_B(h_j(c_i)) \) for all \( i \) with \( 1 \leq i \leq K \). Since there are only finitely many \( j \) and finitely many \( i \) to check for each \( j \), this process is in fact \( \Delta^0_3 \)-computable. And by assumption, there exists a \( j \) with \( 1 \leq j \leq K \) such that \( \text{exTree}_A(c_i) \cong \text{exTree}_B(h_j(c_i)) \) for all \( i \) with \( 1 \leq i \leq K \). So once we find such a \( j \), we map the cyclic elements from \( A_0 \) to those in \( B_0 \) using \( h_j \), then use our \( \Delta^0_3 \)-oracle to isomorphically map \( \text{exTree}_A(c_i) \) to \( \text{exTree}_B(h_j(c_i)) \) for all \( i \) with \( 1 \leq i \leq K \). Therefore, we have a \( \Delta^0_3 \)-computable algorithm to determine the isomorphism from \( C_A(c_1) \) to \( C_B(d_1) \).

**Lemma 2.3.6.** Let \( A = (A, f) \) and \( B = (B, g) \) be two computable \((2,1):1\) structures with elements \( a_0 \in A \) and \( b_0 \in B \) such that both \( a_0 \) and \( b_0 \) are in \( \mathbb{Z} \)-chains. If \( C_A(a_0) \cong C_B(b_0) \), then they are \( \Delta^0_4 \)-isomorphic. That is, all \( \mathbb{Z} \)-chains are \( \Delta^0_4 \)-categorical.

**Proof.** Like the proof of Lemma 2.3.3, our goal is to construct a \( \Delta^0_4 \)-isomorphism \( h \) from the \( \mathbb{Z} \)-chain containing \( a_0 \) to the \( \mathbb{Z} \)-chain containing \( b_0 \). First, recall the observation from Lemma 2.2.6 that these two \( \mathbb{Z} \)-chains are isomorphic if and only if the following is true:

\[
(\exists p, q)(\forall t)[\text{Tree}_A(f^{p+t}(a_0)) \cong \text{Tree}_B(g^{p+t}(b_0))] \tag{*}
\]
With this characterization in mind, we construct our isomorphism in stages as follows:

Stage 0: Assume we have an effective enumeration of all elements in \( \mathbb{N} \times \mathbb{N} \). Find the first ordered pair (call it \((p_0, q_0)\)) such that \( \text{Tree}_A(f^{p_0}(a_0)) \cong \text{Tree}_B(g^{q_0}(b_0)) \). Then construct a partial isomorphism \( h_0 \) from \( \text{Tree}_A(f^{p_0}(a_0)) \) to \( \text{Tree}_B(g^{q_0}(b_0)) \), and set \( t_0 = 0 \).

Stage \( s + 1 \): Suppose that from stage \( s \) we are given a natural number \( t_s \), an ordered pair \((p_s, q_s)\), and a partial isomorphism \( h_s \) from \( \text{Tree}_A(f^{p_s+t_s}(a_0)) \) to \( \text{Tree}_B(g^{q_s+t_s}(b_0)) \). If \( \text{Tree}_A(f^{p_s+t_s+1}(a_0)) \cong \text{Tree}_B(g^{q_s+t_s+1}(b_0)) \), then we define \( h_{s+1} \) to be an isomorphism from \( \text{Tree}_A(f^{p_s+t_s+1}(a_0)) \) to \( \text{Tree}_B(g^{q_s+t_s+1}(b_0)) \), set \( t_{s+1} = t_s + 1 \), set \((p_{s+1}, q_{s+1}) = (p_s, q_s)\), and proceed to stage \( s + 2 \). Otherwise, we find the next ordered pair \((x, y)\) in our enumeration such that \( \text{Tree}_A(f^x(a_0)) \cong \text{Tree}_B(g^y(b_0)) \), define an isomorphism \( h_{s+1} \) from \( \text{Tree}_A(f^{x}(a_0)) \) to \( \text{Tree}_B(g^{y}(b_0)) \), set \( t_{s+1} = 0 \), set \((p_{s+1}, q_{s+1}) = (x, y)\), and proceed to stage \( s + 2 \).

This ends the construction. Let \( h = \lim_s h_s \). To verify the correctness of the construction, we must establish the following claims:

**Claim 1.** The function \( h \) is an isomorphism from \( C_A(a_0) \) to \( C_B(b_0) \). That is, \( \lim_s h_s \) exists.

*Proof of Claim 1.* By the assumption that \( C_A(a_0) \cong C_B(b_0) \), if we search through the ordered pairs in \( \mathbb{N} \times \mathbb{N} \), then at some stage \( s \) we will eventually find the first pair \((p_s, q_s)\) that satisfies (*). Then for all stages \( r > s \), we have that \( h_r \) is a proper extension of \( h_{r-1} \). So given any \( x \in \mathcal{O}_A(a_0) \), once \( h_r(x) \) is defined at a stage \( r \geq s \), we will never redefine the image of \( x \) in \( B \). Therefore, \( \lim_s h_s \) exists for all \( x \in \mathcal{O}_A(a_0) \).

**Claim 2.** The isomorphism \( h \) is a \( \Delta^0_4 \)-function.
Proof of Claim 2. At stage 0, we check each ordered pair in \( \mathbb{N} \times \mathbb{N} \) until we find a pair \((p_0, q_0)\) with \( \text{Tree}_A(f^{p_0}(a_0)) \cong \text{Tree}_B(g^{q_0}(b_0)) \). By Lemma 2.2.3, determining if \( \text{Tree}_A(f^{p_0}(a_0)) \) and \( \text{Tree}_B(g^{q_0}(b_0)) \) are isomorphic is \( \Pi^0_2 \), and thus certainly \( \Delta^0_3 \). Then we define an isomorphism \( h_0 \) from \( \text{Tree}_A(f^{p_0}(a_0)) \) to \( \text{Tree}_B(g^{q_0}(b_0)) \), which by Lemma 2.3.3 is \( \Delta^0_3 \)-computable. So the first stage of our construction is \( \Delta^0_3 \)-computable.

Then at each stage \( s+1 \) of the construction, we first check if \( \text{Tree}_A(f^{p_s+t_s+1}(a_0)) \cong \text{Tree}_B(g^{q_s+t_s+1}(b_0)) \). Again, this is \( \Delta^0_3 \)-computable. If the two Trees are isomorphic, we define an isomorphism between them, which again is \( \Delta^0_3 \)-computable. Otherwise, we search for a new pair \((x, y)\) such that \( \text{Tree}_A(f^x(a_0)) \cong \text{Tree}_B(g^y(b_0)) \), then define an isomorphism between these two Trees. This is essentially the same computation done at stage 0, and is thus also \( \Delta^0_3 \)-computable.

So at every stage, we are defining a \( \Delta^0_3 \)-partial isomorphism \( h_s \). Therefore, since \( h \) is the limit of a sequence of \( \Delta^0_3 \)-functions, the isomorphism \( h \) is a \( \Delta^0_4 \)-function. \( \square \)

We are now ready to prove the main theorem for this section.

**Theorem 2.3.7.** Let \( A = (A, f) \) and \( B = (B, g) \) be two computable \((2,1):1\) structures. If \( A \cong B \), then they are \( \Delta^0_3 \)-isomorphic. That is, all \((2,1):1\) structures are \( \Delta^0_4 \)-categorical.

**Proof.** We will use a standard back-and-forth argument to construct a \( \Delta^0_4 \)-isomorphism \( h : A \to B \) in stages as follows:

**Stage 0:** Choose an element \( a_0 \in A \), and let \( G_0 = C_A(a_0) \). Search through the elements in \( B \) until we find an element \( b_0 \) such that \( G_0 \cong C_B(b_0) \). Let \( H_0 = C_B(b_0) \). Then define \( h_0 \) to be an isomorphism from \( G_0 \) to \( H_0 \).
Stage 1: Determine if the following statement holds:

$$\exists b_1 \in B \, (b_1 \not\in H_0)$$

If the statement above is false, then our construction is done. Otherwise, find the least such $b_1$ and let $H_1 = C_B(b_1)$. Then, find an element $a_1 \in A$ such that $a_1 \not\in G_0$ and $C_A(a_1) \cong H_1$. Let $G_1 = C_A(a_1)$ and define $h_1$ to be an isomorphism from $G_1$ to $H_1$.

Stage 2s+1: Suppose that from stage 2s we have connected components $G_0, G_1, ..., G_{2s}$ from $A$ and isomorphic connected components $H_0, H_1, ..., H_{2s}$ from $B$, with isomorphisms $h_n : G_n \to H_n$ for $0 \leq n \leq 2s$. Determine if the following statement holds:

$$\exists b_{2s+1} \in B \, \left[ \bigwedge_{0 \leq n \leq 2s} b_{2s+1} \not\in H_n \right] \quad (\ast)$$

If (\ast) does not hold, then the construction is done. Otherwise, find the least such $b_{2s+1}$ and let $H_{2s+1} = C_B(b_{2s+1})$. Then find an element $a_{2s+1} \in A$ such that $a_{2s+1} \not\in \bigcup_{0 \leq n \leq 2s} G_n$ and $C_A(a_{2s+1}) \cong H_{2s+1}$. Let $G_{2s+1} = C_A(a_{2s+1})$ and define $h_{2s+1}$ to be an isomorphism from $G_{2s+1}$ to $H_{2s+1}$. Then proceed to the next stage.

Stage 2s+2: Suppose that from stage 2s+1 we have connected components $G_0, G_1, ..., G_{2s+1}$ from $A$ and isomorphic connected components $H_0, H_1, ..., H_{2s+1}$ from $B$, with isomorphisms $h_n : G_n \to H_n$ for $0 \leq n \leq 2s+1$. Determine if the following statement holds:

$$\exists a_{2s+2} \in A \, \left[ \bigwedge_{0 \leq n \leq 2s+1} a_{2s+2} \not\in G_n \right] \quad (**$$

If (** does not hold, then the construction is done. Otherwise, find the least such $a_{2s+2}$ and let $G_{2s+2} = C_A(a_{2s+2})$. Then find an element $b_{2s+2} \in B$ such that $b_{2s+2} \not\in \bigcup_{0 \leq n \leq 2s+1} H_n$ and $C_B(b_{2s+2}) \cong G_{2s+2}$. Let $H_{2s+2} = C_B(b_{2s+2})$ and define $h_{2s+2}$ to be an isomorphism from $G_{2s+2}$ to $H_{2s+2}$. Then proceed to the next stage.
Finally, let \( h = \bigcup_s h_s \).

To see that \( h \) is a \( \Delta^0_4 \)-isomorphism from \( \mathcal{A} \) to \( \mathcal{B} \), first observe that at each even stage, we find a connected component in \( \mathcal{B} \) isomorphic to some connected component in \( \mathcal{A} \) and define an isomorphism between the two components, and at every odd stage we do essentially the same thing, but in reverse. So it suffices to show that each odd stage \( 2s+1 \) is \( \Delta^0_4 \)-computable and thus, each isomorphism \( h_{2s+1} \) is a \( \Delta^0_4 \)-isomorphism. The same argument can be used for the even stages.

We start each odd stage by checking the truth of \( N \). By Lemma 2.1.4(4), the bracketed part of \( (\ast) \) is \( \emptyset' \)-computable, and thus a \( \Delta^0_2 \)-formula. So \( (\ast) \) itself is a \( \Sigma^0_2 \)-sentence, and thus certainly \( \Delta^0_4 \). If \( (\ast) \) does not hold, we are done. Otherwise, we can search for and find the least element \( b_{2s+1} \), which is also computable via a \( \Delta^0_4 \)-oracle.

Next, we find an element \( a_{2s+1} \in \mathcal{A} \) such that \( a_{2s+1} \notin \bigcup_{0 \leq n \leq 2s} G_n \) and \( C_{\mathcal{A}}(a_{2s+1}) \cong H_{2s+1} \). The first of these conditions is again \( \Delta^0_2 \). The second condition is \( \Sigma^0_3 \) by Lemma 2.2.7. So finding an element in \( \mathcal{A} \) which is in a new connected component isomorphic to \( C_{\mathcal{B}}(b_{2s+1}) \) is also \( \Delta^0_4 \)-computable. Finally, we define the isomorphism \( h_{2s+1} \) from \( G_{2s+1} \) to \( H_{2s+1} \). If \( G_{2s+1} \) and \( H_{2s+1} \) are both K-cycles, then \( h_{2s+1} \) is necessarily \( \Delta^0_3 \) by Lemma 2.3.5, and if \( G_{2s+1} \) and \( H_{2s+1} \) are both Z-chains, then \( h_{2s+1} \) is necessarily \( \Delta^0_4 \) by Lemma 2.3.6. In either case, \( h_{2s+1} \) is a \( \Delta^0_4 \)-isomorphism for all \( s \). (Similarly, \( h_{2s} \) is a \( \Delta^0_4 \)-isomorphism for all \( s \).) So every stage of the construction is \( \Delta^0_4 \)-computable.

Therefore, \( h \) is a \( \Delta^0_4 \)-isomorphism, and all \( (2,1):1 \) structures are \( \Delta^0_4 \)-categorical.

\[ \square \]

**Corollary 2.3.8.** Let \( \mathcal{A} = (A, f) \) be a computable \( (2,1):1 \) structure. If \( \mathcal{A} \) contains
no Z-chains, then $\mathcal{A}$ is $\Delta^0_3$-categorical.

Proof. Suppose we are given a computable (2,1):1 structure $\mathcal{B}$ isomorphic to $\mathcal{A}$. By Lemma 2.3.5, since every connected component in $\mathcal{A}$ is a K-cycle, we can isomorphically map every component in $\mathcal{A}$ to a component in $\mathcal{B}$ and vice-versa using a $\Delta^0_3$-oracle. Then simply use the same back-and-forth argument in Theorem 2.3.7 to construct a $\Delta^0_3$-isomorphism from $\mathcal{A}$ to $\mathcal{B}$. 

2.4 The Branching Function and the Branch Isomorphism Function

In the last section, we saw that all (2,1):1 structures are $\Delta^0_4$-categorical, while all such structures without Z-chains are $\Delta^0_3$-categorical. We would like to explore some structural and computability-theoretic properties of (2,1):1 structures which would lower the complexity of isomorphisms between such structures. In this manner, we can begin to characterize the (2,1):1 structures that are computably categorical.

In this section, we define two additional functions on (2,1):1 structures, the branching function and the branch isomorphism function, and investigate how the computability of these functions affects the categoricity of our structures.

Definition 2.4.1. Let $\mathcal{A} = (A, f)$ be a (2,1):1 structure. The branching function of $\mathcal{A}$, denoted by $\beta_A : \mathbb{N} \to \{1, 2\}$, is defined as:

$$
\beta_A(x) = \begin{cases} 
1 & \text{if } (\forall x_1, x_2)(f(x_1) = f(x_2) = x \implies x_1 = x_2), \\
2 & \text{if } (\exists x_1, x_2)(f(x_1) = f(x_2) = x \land x_1 \neq x_2).
\end{cases}
$$
Essentially, the branching function takes an element $x \in A$ as an input, and outputs the number of pre-images of $x$ under $f$. By the definition of a $(2,1):1$ structure, the branching function is clearly defined for any $(2,1):1$ structure $A$ and for all $x \in A$. Also, the branching function may not be computable, even if the underlying structure $A$ is computable. (We construct an example of such a structure later in the section.) However, we can easily put an upper bound on the Turing degree of the branching function of a computable $(2,1):1$ structure, which we do in the following lemma.

**Lemma 2.4.2.** Let $A = (A, f)$ be a computable $(2,1):1$ structure, with branching function $\beta_A$. Then $\beta_A \leq_T \emptyset'$. 

**Proof.** By definition, $\beta_A(x) = 2$ if and only if the following formula holds:

$$(\exists x_1, x_2)(f(x_1) = f(x_2) = x \wedge x_1 \neq x_2) \quad (\ast)$$

Since $(\ast)$ is a $\Sigma^0_1$-sentence, we can compute if it holds for a given $x$ using a $\emptyset'$-oracle. Thus, the value of $\beta_A(x)$ is also $\emptyset'$-computable, and therefore $\beta_A \leq_T \emptyset'$.

For the sake of convenience, we wish to give a name to all of those elements in a $(2,1):1$ structure with only one pre-image, as well as a name to those elements with two pre-images. Hence, we have the following definition.

**Definition 2.4.3.** Let $A = (A, f)$ be a $(2,1):1$ structure, with branching function $\beta_A$. Then the **hair set** of $A$, denoted by $I_A$, is defined as:

$$I_A = \{x \in A : \beta_A(x) = 1\}$$

Also, the **split hair set** of $A$, denoted by $\Lambda_A$, is defined as:

$$\Lambda_A = \{x \in A : \beta_A(x) = 2\}$$
We informally refer to elements in $I_A$ as “hairs” and elements in $\Lambda_A$ as “split hairs”. It should be obvious that $I_A$ and $\Lambda_A$ are complements in $A$ for all $A$. Thus, $I_A$, $\Lambda_A$, and $\beta_A$ are all Turing equivalent.

If we assume computability of the branching function, then we can lower the upper bound on the complexity of isomorphisms between two such (2,1):1 structures.

**Proposition 2.4.4.** Let $A = (A, f)$ be a computable (2,1):1 structure, and suppose that the branching function is computable in every computable copy of $A$. Then $A$ is $\Delta^0_3$-categorical.

**Proof.** We prove the proposition by essentially running through the proof of Theorem 2.3.7 (as well as the lemmas preceding the theorem).

First, let $B = (B, g)$ be a computable (2,1):1 structure isomorphic to $A$. So, by assumption, $B$ has a computable branching function. Let $a_0 \in A$ and $b_0 \in B$ be non-cyclic elements such that $\text{Tree}_A(a_0, n) \cong \text{Tree}_B(b_0, n)$ for some $n$. Since the branching function is computable in both structures, given all of the elements in the $m^{th}$ level of the truncated trees, we can computably determine all of the elements in the $(m + 1)^{th}$ level of both truncated trees. This is done by using the branching functions to determine if each element in the $m^{th}$ level has one or two pre-images, then searching for all pre-images of all elements in that level. Thus, we can effectively reveal all vertices and edges in both truncated trees, then find an isomorphism between the two finite graphs. Hence, $\text{Tree}_A(a_0, n)$ and $\text{Tree}_B(b_0, n)$ are computably isomorphic.

Next, suppose that $\text{Tree}_A(a_0) \cong \text{Tree}_B(b_0)$. Then we can build an isomorphism $h$ from one tree to another in stages in the same manner as in the proof of Lemma 2.3.3. The only difference here is that each partial isomorphism $h_s$ from one truncated tree
to another is a computable function, and thus \( h = \lim_s h_s \) is the limit of computable functions. So \( h \) is a \( \Delta^0_3 \)-function, and therefore Tree\(_A\)(\( a_0 \)) and Tree\(_B\)(\( b_0 \)) are \( \Delta^0_2 \)-isomorphic.

A similar argument shows that if \( c_1 \in A \) and \( d_1 \in B \) are cyclic elements in \( A \) and \( B \), then exTree\(_A\)(\( c_1 \)) and exTree\(_B\)(\( d_1 \)) are also \( \Delta^0_3 \)-isomorphic. Thus, by the same method used in the proof of Lemma 2.3.5, if \( C_A(c_1) \cong C_B(d_1) \), we can isomorphically map the K-cycle containing \( c_1 \) to the one containing \( d_1 \) using a \( \Delta^0_2 \)-oracle.

If \( a_0 \in A \) and \( b_0 \in B \) are in isomorphic \( \mathbb{Z} \)-chains, then we use the same construction in Lemma 2.3.6 to build an isomorphism \( h \) from \( C_A(a_0) \) to \( C_B(b_0) \). Again, the only difference here is that each partial isomorphism \( h_s \) is a \( \Delta^0_2 \)-function. Thus, \( h = \lim_s h_s \) is a \( \Delta^0_3 \)-isomorphism from one \( \mathbb{Z} \)-chain to the other.

Now, with the assumption that the branching functions are computable, we can modify the proofs of the lemmas in Section 2.2 to show that the isomorphism problem is computable for truncated Trees, \( \Pi^0_1 \) for full Trees, exclusive Trees, and K-cycles, \( \Sigma^0_2 \) for \( \mathbb{Z} \)-chains (and thus for arbitrary connected components), and \( \Pi^0_3 \) for (2,1):1 structures. So given any \( a_0 \in A \) and \( b_0 \in B \), the isomorphism problem for \( C_A(a_0) \) and \( C_B(b_0) \) is \( \Sigma^0_2 \). Thus, given a \( \Delta^0_3 \)-oracle, we can employ the same back-and-forth argument used in Theorem 2.3.7 to isomorphically map every connected component in \( A \) to one in \( B \), and vice-versa. Therefore, \( A \) is \( \Delta^0_3 \)-categorical.

Corollary 2.4.5. Let \( A = (A, f) \) be a computable (2,1):1 structure without any \( \mathbb{Z} \)-chains, and suppose that the branching function is computable in every computable copy of \( A \). Then \( A \) is \( \Delta^0_2 \)-categorical.

Proof. This proof is very similar to the one given for Corollary 2.3.8. The only difference is that if we are given \( B \), a computable copy of \( A \), then every connected
component in one structure can be isomorphically mapped to a connected component in the other structure via a $\Delta^0_2$-function now. Thus, using the same back-and-forth argument, there is a $\Delta^0_2$-isomorphism from $A$ to $B$. 

We now give an example of our earlier claim that computability of a $(2,1)$:1 structure does not imply computability of its branching function.

**Proposition 2.4.6.** There exists a computable $(2,1)$:1 structure $A = (A, f)$ such that $\beta_A$ is not computable.

**Proof.** Our goal is to construct a computable $(2,1)$:1 structure $A$ such that $\Lambda_A$ is not a computable set. So let $C$ be some non-computable c.e. set containing 0. Then $C$ has a partial computable characteristic function $\chi_C$ such that $\chi_C(x) = 1$ if $x \in C$, and $\chi_C(x) = \uparrow$ if $x \notin C$. We now build $A = (A, f)$ to be a single 1-cycle in stages as follows:

**Stage 0:** Let $A_0 = \{0\}$, and let $f_0(0) = 0$.

**Stage 1:** Let $A_1 = \{0, 1\}$, and let $f_1(0) = 0$ and $f_1(1) = 0$.

**Stage s+1:** Suppose we have $A_s$ and $f_s$ from stage $s$. Find the least $a$ such that:

1. $a \in I_{A_{s-1}}$, and
2. $\chi_{C,s}(a) \downarrow = 1$.

If no such $a$ exists, simply extend $A_s$ to $A_{s+1}$ and $f_s$ to $f_{s+1}$ by attaching one new number (not already in $A_s$) to each number in $\text{extree}_{A_s}(0|s)$. Then move on to the next stage.

If such an $a$ does exist, take the least number $x_0$ not already in $A_s$ and define $f_s(x_0) = a$. Denote the level of $x_0$ in $\text{extree}_{A_s}(0)$ by $l$, and extend the Tree of $x_0$ by attaching $s-l$ new numbers $x_1, x_2, \ldots, x_{s-l}$ to $x$ such that $f_s(x_i) = x_{i-1}$ for
\[1 \leq i \leq s - l.\] Enumerate \(x_1, x_2, \ldots, x_{s-l}\) into \(A_s\). Then extend \(extree_{\mathcal{A}_s}(0, s)\) to \(extree_{\mathcal{A}_s}(0, s + 1)\) by attaching one new number to each number in \(extree_{\mathcal{A}_s}(0|s)\). Define \(A_{s+1} = A_s \cup \{extree_{\mathcal{A}_s}(0|s + 1)\}\) and extend \(f_s\) to \(f_{s+1}\) accordingly. Then move on to the next stage.

This completes the construction of \(\mathcal{A}\). Let \(A = \bigcup_s A_s\) and \(f = \bigcup_s f_s\). We must now verify two claims.

**Claim 1.** \(\mathcal{A} = (A, f)\) is a computable \((2,1):1\) structure.

**Proof of Claim 1.** \(A = \omega\), and is thus clearly computable. To compute \(f(x)\), we simply run through the construction until we reach the stage \(s\) where \(x\) appears, then determine \(f_s(x)\). Due to the nature of the construction, once \(f_s\) is defined on an element, we never redefine it at a later stage. Thus, \(f_s(x) = f(x)\), and \(f\) is computable. Therefore, \(\mathcal{A}\) is computable.

To see that \(\mathcal{A}\) is a \((2,1):1\) structure, first observe that 0 has exactly two pre-images (0 and 1). Also notice that at every stage, we extend the exclusive tree of 0 by one level, so every element has at least one pre-image. The only instance where an element is given an additional pre-image is if it had exactly one pre-image, so no element has more than two pre-images. Thus, every element either has exactly one or exactly two pre-images, making \(\mathcal{A}\) a \((2,1):1\) structure.

**Claim 2.** \(\beta_{\mathcal{A}}\) is not computable.

**Proof of Claim 2.** Observe that \(x \in C\) if and only if \(x\) has two pre-images, which is if and only if \(\beta_{\mathcal{A}}(x) = 2\). So \(C\) is Turing equivalent to \(\beta_{\mathcal{A}}\). Therefore, since \(C\) is not a computable set, \(\beta_{\mathcal{A}}\) cannot be computable.

Although we know from Corollary 2.4.5 that computability of the branching function in all computable copies of a \((2,1):1\) structure and a lack of \(Z\)-chains guarantees
that the structure is $\Delta^0_2$-categorical, these properties still are not enough to ensure computable categoricity. (In Chapter 3, we construct a computable (2,1):1 structure with a computable branching function that is not computably categorical.) So we introduce another function that provides us with even more crucial information about our structures.

**Definition 2.4.7.** Let $\mathcal{A} = (\Delta, f)$ be a (2,1):1 structure, and let $x \in \Lambda_\Delta$ with distinct pre-images $x_1$ and $x_2$. The *branch isomorphism function* of $\mathcal{A}$, denoted by $\text{iso}_\Delta : \Lambda_\Delta \to \{0, 1\}$, is defined as:

$$\text{iso}_\Delta(x) = \begin{cases} 
0 & \text{if } \text{Tree}_\Delta(x_1) \not\cong \text{Tree}_\Delta(x_2), \\
1 & \text{if } \text{Tree}_\Delta(x_1) \cong \text{Tree}_\Delta(x_2).
\end{cases}$$

Thus, given an element $x$ with two distinct pre-images, the branch isomorphism function tells us if the Trees of those pre-images are isomorphic to each other, i.e., if the branches stemming from $x$ are isomorphic. Note that if $c_1 \in \Lambda_\Delta$ is a cyclic element, then $\text{iso}_\Delta(c_1) = 0$. This is because one pre-image of $c_1$ will be a cyclic element $c_K$ while the other pre-image will be a non-cyclic element $a$, so $\text{Tree}_\Delta(c_K)$ will be the entire K-cycle containing $c_1$, while $\text{Tree}_\Delta(a)$ will be an infinite directed binary tree with no cycles. So $\text{Tree}_\Delta(c_K)$ is clearly not isomorphic to $\text{Tree}_\Delta(a)$.

It is also important to note that the domain of $\text{iso}_\Delta$ consists of exactly those elements with two distinct pre-images; therefore, the domain of $\text{iso}_\Delta$ may not be computable. In fact, if $\beta_\Delta$ is not computable, then neither is the domain of $\text{iso}_\Delta$. We generally avoid this issue by assuming that the branching function is computable whenever discussing the branch isomorphism function. However, computability of the branching function does not guarantee computability of the branch isomorphism...
function, as we will see at the end of this section.

We now state an important theorem, which demonstrates the effect of the computability of the branch isomorphism function on the complexity of isomorphisms between our structures.

**Theorem 2.4.8.** Let \( A = (A, f) \) and \( B = (B, g) \) be two computable isomorphic \((2,1):1\) structures, both with a computable branching function and a computable branch isomorphism function. If \( a_0 \in A \) and \( b_0 \in B \) are non-cyclic elements such that \( \text{Tree}_A(a_0) \cong \text{Tree}_B(b_0) \), then the two Trees are computably isomorphic. Likewise, if \( c_1 \in A \) and \( d_1 \in B \) are cyclic elements such that \( \text{exTree}_A(c_1) \cong \text{exTree}_B(d_1) \), then the two exclusive Trees are computably isomorphic.

**Proof.** We construct a computable isomorphism \( h \) from \( \text{Tree}_A(a_0) \) to \( \text{Tree}_B(b_0) \) in stages as follows:

**Stage 0:** Define \( h_0(a_0) = b_0 \).

**Stage \( s+1 \):** Suppose that from stage \( s \) we are given \( h_s \), an isomorphism from \( \text{Tree}_A(a_0, s) \) to \( \text{Tree}_B(b_0, s) \). For all elements \( w \in \text{tree}_A(a_0, s) \), define \( h_{s+1}(w) = h_s(w) \). Let \( x \in \text{tree}_A(a_0, s) \) and let \( y = h_s(x) \). If \( \beta_A(x) = 1 \), find \( x_1 \), the unique pre-image of \( x \), and find \( y_1 \), the unique pre-image of \( y \). Then define \( h_{s+1}(x_1) = y_1 \).

If \( \beta_A(x) = 2 \), find \( x_1 \) and \( x_2 \), the distinct pre-images of \( x \), then find \( y_1 \) and \( y_2 \), the distinct pre-images of \( y \). If \( \text{iso}_A(x) = 1 \), then define \( h_{s+1}(\min\{x_1, x_2\}) = \min\{y_1, y_2\} \) and \( h_{s+1}(\max\{x_1, x_2\}) = \max\{y_1, y_2\} \), where \( \min \) and \( \max \) are defined under the usual ordering on \( \mathbb{N} \). If \( \text{iso}_A(x) = 0 \), then there exists a level \( n \) such that \( \text{Tree}_A(x_1, n) \not\cong \text{Tree}_A(x_2, n) \). In that case, use \( \beta_A \) to reveal the vertices and edges of \( \text{Tree}_A(x_1) \) and \( \text{Tree}_A(x_2) \) one level at a time until we find such a level \( n \). Then, use \( \beta_B \) to reveal the vertices and edges of \( \text{Tree}_B(y_1, n) \) and \( \text{Tree}_B(y_2, n) \).
If $\text{Tree}_A(x_1, n) \cong \text{Tree}_B(y_1, n)$, then define $h_{s+1}(x_1) = y_1$ and $h_{s+1}(x_2) = y_2$. Otherwise, define $h_{s+1}(x_1) = y_2$ and $h_{s+1}(x_2) = y_1$.

Repeat the procedure above for all $x \in \text{tree}_A(a_0|s)$, so $h_{s+1}$ is defined on all elements in $\text{tree}_A(a_0|s + 1)$.

Finally, let $h = \lim_s h_s$. We must now verify that $h$ is a computable isomorphism from $\text{Tree}_A(a_0)$ to $\text{Tree}_B(b_0)$.

**Claim 1.** $h$ is an isomorphism from $\text{Tree}_A(a_0)$ to $\text{Tree}_B(b_0)$.

**Proof of Claim 1.** Suppose $h_s$ is an isomorphism from $\text{Tree}_A(a_0, s)$ to $\text{Tree}_B(b_0, s)$ such that there exists an isomorphism $H$ from $\text{Tree}_A(a_0)$ to $\text{Tree}_B(b_0)$ with $H \mid_{\text{tree}_A(a_0, s)} = h_s$. Let $x \in \text{tree}_A(a_0|s)$ and let $y = h_s(x)$.

If $\beta_A(x) = 1$, then it must be the case that $\beta_B(y) = 1$ as well. So $x$ and $y$ each have a unique pre-image $x_1$ and $y_1$, respectively, and thus we can properly extend $h_s$ to $h_{s+1}$ by defining $h_{s+1}(x_1) = y_1$. Furthermore, any isomorphism $H$ from $\text{Tree}_A(a_0)$ to $\text{Tree}_B(b_0)$ that extends $h_s$ must map $x_1$ to $y_1$. So there certainly exists an isomorphism $H$ from $\text{Tree}_A(a_0)$ to $\text{Tree}_B(b_0)$ extending $h_s$ that agrees with $h_{s+1}$ on $x_1$.

If $\beta_A(x) = 2$, then again, it must be the case that $\beta_B(y) = 2$ as well. So let $x_1$ and $x_2$ be the distinct pre-images of $x$, and let $y_1$ and $y_2$ be the distinct pre-images of $y$. If $\text{iso}_A(x) = 1$, then it must be the case that $\text{iso}_B(y) = 1$ as well. Also, the Trees of both $x_1$ and $x_2$ are isomorphic to the Trees of both $y_1$ and $y_2$. So regardless of where $h_{s+1}$ maps $x_1$ and $x_2$, there will exist an isomorphism $H$ from $\text{Tree}_A(a_0)$ to $\text{Tree}_B(b_0)$ extending $h_s$ that agrees with $h_{s+1}$ on both $x_1$ and $x_2$. And if $\text{iso}_A(x) = 0$, then it must be the case that $\text{iso}_B(y) = 0$ as well. So due to the construction, if $h_{s+1}$ maps $x_1$ to $y_1$, then $\text{Tree}_A(x_1) \cong \text{Tree}_B(y_1)$, and thus it must
be that $Tree_A(x_2) \cong Tree_B(y_2)$. (The reverse statement can also be said if $h_{s+1}$ maps $x_1$ to $y_2$.) And since the branches of $x$ (and $y$) are not isomorphic to each other, any isomorphism $H$ from $Tree_A(a_0)$ to $Tree_B(b_0)$ extending $h_s$ must agree with $h_{s+1}$ on $x_1$ and $x_2$.

Thus, it is apparent that $h_{s+1}$, once it is defined on all elements in $tree_A(a_0|s+1)$, is an isomorphism from $Tree_A(a_0|s + 1)$ to $Tree_B(b_0|s + 1)$. Moreover, there must exist an isomorphism $H$ from $Tree_A(a_0)$ to $Tree_B(b_0)$ that extends $h_{s+1}$, as the branching functions and the branch isomorphism functions prevent us from “making a mistake” throughout the construction. So, $h_{s+1}$ is a proper extension of $h_s$ for all stages $s$, and once $h_s(x)$ is defined at a stage $s$, it is never redefined again. Thus, $h = \lim_s h_s$ exists and is an isomorphism from $Tree_A(a_0)$ to $Tree_B(b_0)$.

Claim 2. The isomorphism $h$ is a computable function.

Proof of Claim 2. Let $x \in tree_A(a_0)$. To determine $h(x)$ we run through the stages of the construction until we define $h$ on $x$. By the assumption that both branching functions and branch isomorphism functions are computable, each stage of the construction is easily seen to be computable. Therefore, we can effectively determine the image of $x$ under $h$.

The construction of a computable isomorphism $h$ from $extree_A(c_1)$ to $extree_B(d_1)$ is almost identical to the one presented above. The only difference is that at stage 1, after mapping $c_1$ to $d_1$ in stage 0, we must then identify via the branching functions if $c_1$ and $d_1$ have non-cyclic pre-images. If they don’t, then $extree_A(c_1)$ and $extree_B(d_1)$ are trivially computably isomorphic. Otherwise, we find the non-cyclic pre-images of both $c_1$ and $d_1$ (which is, of course, computable), then define $h_1$ as a map from the non-cyclic pre-image of $c_1$ to that of $d_1$. \hfill \Box
It is worth noting that the construction in Theorem 2.4.8 can be done without the assumption that $\beta_B$ and $iso_B$ are computable.

We conclude this section by presenting an example of a computable (2,1):1 structure with a computable branching function, but a non-computable branch isomorphism function. This supports our intuition that the branch isomorphism function actually provides us with new information about our graphs that cannot be obtained solely from the branching function.

**Proposition 2.4.9.** There exists a computable (2,1):1 structure $\mathcal{A} = (A, f)$ such that $\beta_\mathcal{A}$ is computable but $iso_\mathcal{A}$ is not computable.

**Proof.** We wish to construct a computable (2,1):1 structure $\mathcal{A}$ such that $\beta_\mathcal{A}$ is computable, but no computable function $\varphi_e$ computes the branch isomorphism function $iso_\mathcal{A}$. We will accomplish this by building $\mathcal{A}$ using a standard priority argument to ensure that for all $e \in \omega$, the following requirement $P_e$ is satisfied:

$$P_e : \varphi_e \neq iso_\mathcal{A}$$

We start with an effective enumeration of all partial computable functions $\{\varphi_e\}_{e \in \omega}$. Our desired structure $\mathcal{A} = (A, f)$ will again be a single 1-cycle, which we will construct in stages as follows.

*Stage 0:* Define $A_0 = \{0, 2\}$, $f_0(0) = 0$ and $f_0(2) = 0$.

*Stage $s + 1$: Suppose we have $A_s$ and $f_s$ from the previous stage. Let $M_s$ denote the lowest level of the exclusive tree of 0 at the end of stage $s$, i.e., $M_s$ is the unique number such that $extree_{A_s}(0|M_s) \neq \emptyset$, and for all $n > M_s$, $extree_{A_s}(0|n) = \emptyset$. First, assign $\varphi_e$ to level $M_s$, where $e$ is the least number such that $\varphi_e$ has not been assigned to a level of the exclusive tree at a previous stage. Let $L_j$ denote the
level of $extree_{A_s}(0)$ that $\varphi_j$ has been assigned to, so $L_e = M_s$. It is important to note that we will only ever assign a partial computable function to a level of the exclusive tree that contains only elements with two pre-images.

Then, find the least $i \leq e$ such that:

1. $\varphi_{i,s}(x) \downarrow = 1$ for some $x \in L_i$, and

2. $P_i$ has not yet received attention.

If no such $i$ exists, extend $A_s$ to $A_{s+1}$, and $f_s$ to $f_{s+1}$, by attaching two unused even numbers as pre-images to every number in $extree_{A_s}(0|M_s)$. Set $M_{s+1} = M_s + 1$ and go on to the next stage.

If such an $i$ exists, we say that $P_i$ requires attention. If $x \not\in extree_{A_s}(0|M_s)$, let $x_1$ and $x_2$ be the distinct pre-images of $x$, with $x_1 < x_2$. Attach two unused odd numbers to every element that is in both $tree_{A_s}(x_1)$ and $extree_{A_s}(0|M_s)$, and attach two unused even numbers to every element that is in both $tree_{A_s}(x_2)$ and $extree_{A_s}(0|M_s)$. If $x \in extree_{A_s}(0|M_s)$, then simply attach one unused odd number and one unused even number to $x$. In either case, repeat the procedure for every number in the same level of the exclusive tree of 0 as $x$. Now, the $(M_s + 1)^{th}$ level of the exclusive tree of 0 is complete.

Then, to every odd number in $extree_{A_s}(0|M_s + 1)$, attach exactly one unused even number. To every even number in $extree_{A_s}(0|M_s + 1)$, attach exactly two unused even numbers. This completes the $(M_s + 2)^{th}$ level of the exclusive tree of 0. Let

$$A_{s+1} = A_s \cup extree_{A_s}(0|M_s + 1) \cup extree_{A_s}(0|M_s + 2),$$

extend $f_s$ to $f_{s+1}$ as described above, and set $M_{s+1} = M_s + 2$. At this point, $P_i$ has received attention and we move on to the next stage.
This ends the construction. Let \( A = \bigcup_s A_s \) and \( f = \bigcup_s f_s \). We must now prove the following two claims.

**Claim 1:** The structure \( \mathcal{A} = (A, f) \) is a computable \((2,1):1\) structure with \( \beta_\mathcal{A} \) computable.

**Proof of Claim 1:** By construction, \( A = \omega \). To compute \( f(a) \), we simply run through the construction until we reach the stage \( s \) where \( a \) appears, then determine \( f_s(a) \). Due to the construction, once \( f_s \) is defined on an element, we never redefine it at a later stage. Thus, \( f_s(a) = f(a) \), and \( \mathcal{A} \) is computable.

To see that \( \mathcal{A} \) is a \((2,1):1\) structure, observe that every even number has exactly two pre-images, and every odd number has exactly one pre-image. This also proves that \( \beta_\mathcal{A} \) is a computable function.

**Claim 2:** The branch isomorphism function is not computable.

**Proof of Claim 2:** We prove by induction that each requirement \( P_e \) is satisfied. At the beginning of stage 1, \( \varphi_0 \) is assigned to level \( L_0 = M_0 = 1 \) of the exclusive tree of 0, so \( \varphi_0 \) is assigned to the single number 2. If \( \varphi_{0,s}(2) \downarrow = 1 \) for some stage \( s \), then \( P_0 \) would require attention at stage \( s \). However, due to the construction, the isomorphism on the branches of 2 would be ruined at stage \( s \), and thus \( iso_{\mathcal{A}_t}(2) = 0 \) for all stages \( t > s \), and \( iso_{\mathcal{A}}(2) = 0 \neq 1 = \varphi_0(2) \). Hence, \( P_0 \) is satisfied. Otherwise, \( \varphi_{0,s}(2) \neq 1 \) for any stage \( s \) and thus \( \varphi_0(2) \neq 1 \). But the only requirement that can ruin the isomorphism on the branches of 2 is \( P_0 \). Any requirement receiving attention only ruins the isomorphism on the branches of the elements in its assigned level, due to the symmetry of the construction. Thus, for all stages \( s \), \( iso_{\mathcal{A}_s}(2) = 1 \), which means that \( iso_{\mathcal{A}}(2) = 1 \neq \varphi_{0,s}(2) \). Again, \( P_0 \) is satisfied.

Now suppose that for all \( i < e \), \( P_i \) is satisfied. At stage \( e + 1 \), \( \varphi_e \) is assigned
to some level $L_e$. If there do not exist a stage $s$ and a number $x$ in level $L_e$ such that $\varphi_{e,s}(x) \downarrow= 1$, then $P_e$ is satisfied since $iso_A(x) = 1$ for all $x \in extree_A(0|L_e)$ by the same symmetry argument as before. Otherwise, let $t$ be the first stage at which for all $i < e$, $P_i$ does not require attention and $\varphi_{e,t}(x) \downarrow= 1$ for some $x$ in level $L_e$. Then at stage $t$, $P_e$ would require attention, and the construction would ensure that $iso_{A_r}(x) = 0$ for all stages $r > t$. So, $\varphi_e(x) \neq iso_A(x)$ and again, $P_e$ would be satisfied. Therefore, all requirements are satisfied and $iso_A$ is not computable.

\[ \Box \]
Chapter 3

Computable Categoricity of (2,1):1 Structures

In Chapter 2, we introduced (2,1):1 structures and discussed some of their most important properties as they relate to isomorphism complexity. Now, in this chapter, we seek to characterize those (2,1):1 structures that are computably categorical.

As we have established in Corollary 2.4.5, all (2,1):1 structures without $Z$-chains and with a computable branching function in every computable copy are $\Delta^0_2$-categorical. We also saw from Theorem 2.4.8 that computability of the branch isomorphism function greatly increased our ability to compute isomorphisms of Trees of an element. So naturally, we will begin to look for computably categorical (2,1):1 structures by first examining those structures with these specific properties. In particular, we will only examine (2,1):1 structures without $Z$-chains.
3.1 $N^+$-Embeddability

For all $(2,1):1$ structures with a computable branching function and branch isomorphism function, we have an intuitive necessary condition for computable categoricity.

**Lemma 3.1.1.** Let $A = (A, f)$ be a computable $(2,1):1$ structure with $\beta_A$ and $iso_A$ computable. If $A$ is computably categorical, then for every computable copy $B$ of $A$, $\beta_B$ and $iso_B$ are computable.

**Proof.** Suppose that $A = (A, f)$ is a computable $(2,1):1$ structure with $\beta_A$ and $iso_A$ computable, and suppose further that $A$ is computably categorical. Let $B = (B, g)$ be a computable copy of $A$. Since $A$ is computably categorical, there exists a computable isomorphism $h : A \rightarrow B$. Thus, given an element $x \in B$ we can compute $\beta_B(x)$ by finding the pre-image of $x$ under $h$, then using $\beta_A$ to compute if the pre-image in $A$ has one or two immediate predecessors. In other words, $\beta_B(x) = \beta_A(h^{-1}(x))$, which is a composition of computable functions. So $\beta_B$ is computable.

Given $x \in B$, to compute $iso_B(x)$, we first need to decide if $x$ is in the domain of $iso_B$, i.e., if $\beta_B(x) = 2$. We have already shown this process to be computable. Then, if $x$ is in the domain of $iso_B$, we simply compute $iso_B(x)$ in the same way we computed $\beta_B(x)$, since $iso_B(x) = iso_A(h^{-1}(x))$. Therefore, $iso_B$ is computable as well. \hfill \Box

The next theorem gives us our first type of computably categorical $(2,1):1$ structure. It essentially states that if $A$ has only finitely many 1-cycles, finitely many 2-cycles, etc., then $A$ is computably categorical. In particular, $A$ is computably categorical if it has only finitely many $K$-cycles.
Theorem 3.1.2. Let $\mathcal{A} = (A, f)$ be a computable (2,1):1 structure without $\mathbb{Z}$-chains and with $\beta_A$ and $iso_A$ computable. If, for each $k \in \omega$, $\mathcal{A}$ has only finitely many $k$-cycles, then $\mathcal{A}$ is computably categorical.

Proof. Suppose that $\mathcal{A}$ is a (2,1):1 structure as described above, and $\mathcal{B}$ is a computable structure isomorphic to $\mathcal{A}$. For each $k \in \omega$, $\mathcal{A}$ has only finitely many $k$-cycles, and thus $\mathcal{A}$ has only finitely many cyclic elements $c_1, \ldots, c_n$ in those $k$-cycles, which we can computably identify. So we can non-uniformly and isomorphically map each of these cyclic elements $c_i$ in $\mathcal{A}$ to a corresponding cyclic element $d_i$ in $\mathcal{B}$ via a computable function. Then, by Theorem 2.4.8, we can construct a computable isomorphism $h_{i,k}$ from $exTree_A(c_i)$ to $exTree_B(d_i)$ for $1 \leq i \leq n$. Let $h_k = \bigcup_i h_{i,k}$. Then $h_k$ is a computable isomorphism from the $k$-cycles in $\mathcal{A}$ to those in $\mathcal{B}$.

Repeat the procedure above for each $k \in \omega$, and let $h = \bigcup_k h_k$. Since $\mathcal{A}$ has no $\mathbb{Z}$-chains, every element in $\mathcal{A}$ is in some $k$-cycle of $\mathcal{A}$. So, $h : A \to B$ is a computable isomorphism from $\mathcal{A}$ to $\mathcal{B}$. Thus, $\mathcal{A}$ is computably categorical. \qed

Corollary 3.1.3. If $\mathcal{A}$ is a computable (2,1):1 structure with no $\mathbb{Z}$-chains, finitely many $k$-cycles for each $k \in \omega$, $\beta_A$ and $iso_A$ computable, and $\mathcal{B}$ is a computable structure such that $\mathcal{A} \cong \mathcal{B}$, then $\beta_B$ and $iso_B$ are also computable.

Proof. By Theorem 3.1.2, $\mathcal{A}$ is computably categorical. Thus, by Lemma 3.1.1, $\beta_B$ and $iso_B$ are computable. \qed

The last condition in Theorem 3.1.2 is not necessary for a computable (2,1):1 structure of this type to be computably categorical. For example, consider the structure $\mathcal{A}$ in Figure 3.1, and assume that it is computable. It is composed of infinitely many 1-cycles, and attached to each one is an infinite full directed binary
tree $B$. Its branching function is trivially computable, as every element has two pre-images. Also, its branch isomorphism function is certainly computable; $iso_A(x) = 0$ if $x$ is a cyclic element and $iso_A(x) = 1$ otherwise. Furthermore, as every element has exactly two pre-images, $A$ is simply a 2:1 structure. Thus, by Theorem 1.3.2, since $A$ has finitely many $\mathbb{Z}$-chains, it is computably categorical.

**Figure 3.1:** A computably categorical structure $A$ with infinitely many 1-cycles.
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However, if we drop the condition in Theorem 3.1.2 requiring only finitely many $K$-cycles of each size, then we can no longer guarantee computable categoricity, as the next theorem shows.

**Theorem 3.1.4.** There exists a computable (2,1):1 structure $A = (A, f)$, without $\mathbb{Z}$-chains and with $\beta_A$ and $iso_A$ computable, such that $A$ is not computably categorical.

**Proof.** We shall first present a computable (2,1):1 structure $A = (A, f)$ with the desired properties, and then construct a computable isomorphic structure $B$ that is not computably isomorphic to $A$.

Let $A = (A, f)$ be the (2,1):1 structure where $A = \omega$ and $f : A \to A$ is defined as follows:

$$f(x) = \begin{cases} 
  x & \text{if } x = 0 \text{ or } x \text{ is odd}, \\
  x - 1 & \text{if } x \equiv 2 \pmod{4}, \\
  \frac{x}{2} & \text{otherwise}.
\end{cases}$$
This structure $\mathcal{A}$ is easily seen to be a computable (2,1):1 structure. We can also see that $\beta_{\mathcal{A}}(x) = 2$ if $x \equiv 1 \pmod{4}$, and $\beta_{\mathcal{A}}(x) = 1$ otherwise. So the function $\beta_{\mathcal{A}}$ is clearly computable as well. The branch isomorphism function is trivially computable, since $iso_{\mathcal{A}}(x) = 0$ for all $x \in \Lambda_{\mathcal{A}}$. Finally, $\mathcal{A}$ is composed entirely of 1-cycles, and thus contains no $\mathbb{Z}$-chains. Thus, $\mathcal{A}$ has all of the desired properties.

Let $H = \{e : \varphi_e(e) \downarrow\}$ denote the halting set. We build $\mathcal{B} = (B, g)$, a computable isomorphic copy of $\mathcal{A}$, in stages as follows.

**Stage 0:** Let $B_0 = \{0\}$ and let $g_0(0) = 0$.

**Stage $s+1$:** Suppose we are given $B_s$ and $g_s$ from stage $s$. Find the least $e \leq s$ such that:

1. $2e \in I_{B_s}$,
2. $g_s(2e) = 2e$, and
3. $\varphi_{e,s}(e) \downarrow$

If no such $e$ exists, extend $B_s$ to $B_{s+1}$ and $g_s$ to $g_{s+1}$ by defining $g_{s+1}(2(s + 1)) = 2(s + 1)$. This adds a 1-cycle to $B_s$. Also, extend any existing degenerate trees that are attached to a 1-cycle by adding an unused odd number to the end of each one. Go on to the next stage.
If such an $e$ exists, extend $B_s$ to $B_{s+1}$ and $g_s$ to $g_{s+1}$ in the following manner. Attach a degenerate tree of height $s$, composed entirely of unused odd numbers, to the 1-cycle containing $2e$. Then, extend all existing degenerate trees attached to a 1-cycle by adding an unused odd number to the end of each one. Add a new 1-cycle by defining $g_{s+1}(2(s+1)) = 2(s+1)$. Then go on to the next stage.

Let $B = \bigcup_s B_s$, and $g = \bigcup_s g_s$. It is easy to see that $B$ is a computable $(2,1):1$ structure. Also, observe that $x \in \Lambda_B$ if and only if $\frac{x}{2} \in H$. Since $H$ is not computable, both $H$ and $\overline{H}$ are infinite, which means that $B$ has infinitely many 1-cycles with degenerate trees attached and infinitely many 1-cycles with empty trees attached, as does $A$. Thus, $A \cong B$.

However, $B$ cannot be computably isomorphic to $A$. This is because $\Lambda_A$ is computable but $\Lambda_B$ is not, as the computability of $\Lambda_B$ would imply the computability of $H$. So $\beta_A$ is computable while $\beta_B$ is not. Therefore, by Lemma 3.1.1, $A$ is not computably categorical.

Although the $(2,1):1$ structures in Figures 3.1 and 3.2 both have infinitely many 1-cycles, no $Z$-chains, and computable branching and branch isomorphism functions, one is computably categorical while the other is not. The key to this discrepancy is graph embeddability. In Figure 3.1, none of the connected components properly embed into any other connected component, whereas in Figure 3.2, there are infinitely many connected components that properly embed into infinitely many other components.

The idea of characterizing computable categoricity via embeddability of components has been used for a number of structures, including linear orders with distinguished functions in [5], and undirected graphs with finite components in [11].
For example, the following result is due to Csima, Khoussainov, and Liu.

**Theorem 3.1.5 ([11]).** Let $\mathcal{G} = (V, E)$ be a computable strongly locally finite graph with finite connected components $C_0, C_1, \ldots$, and let $\text{size}_G : V \to \omega$ be defined as $\text{size}_G(v) = |C(v)|$, where $|X|$ is the cardinality of $X$ and $C(v)$ is the connected component containing $v$. If $\text{size}_G$ is computable, and there are infinitely many $i$ such that the set $\{ j \mid C_i \text{ properly embeds into } C_j \}$ is infinite, then $\mathcal{G}$ is not computably categorical.

We would like to adapt this theorem to (2,1):1 structures. Unfortunately, since our connected components are not necessarily finite, the graph embedding property in Theorem 3.1.5 does not translate directly to our structures. Instead, we use the following definition.

**Definition 3.1.6.** Let $\mathcal{A}$ be a (2,1):1 structure with K-cycles $C_i$ and $C_j$.

(a) $C_i$ is (properly) $N$-embeddable into $C_j$ if $(C_i, N)$, the K-cycle $C_i$ truncated at level $N$, is (properly) embeddable into $(C_j, N)$.

(b) $C_i$ is (properly) $N^+$-embeddable into $C_j$ if for all $n \geq N$, $(C_i, n)$ is (properly) embeddable into $(C_j, n)$.

Note that $C_i$ is (properly) embeddable into $C_j$ if and only if $C_i$ is (properly) $N^+$-embeddable into $C_j$ for some $N$.

We now give the analog to Theorem 3.1.5 for (2,1):1 structures.

**Theorem 3.1.7.** Let $\mathcal{A} = (A, f)$ be a computable (2,1):1 structure with $\beta_A$ and $\text{iso}_A$ computable and without $\mathbb{Z}$-chains. Let $C_0, C_1, C_2, \ldots$ be the K-cycles of $\mathcal{A}$. If there are infinitely many $i$ such that for some $N$, the set $\{ j \mid C_i \text{ properly } N^+\text{-embeddable into } C_j \}$ is infinite, then $\mathcal{A}$ is not computably categorical.
Proof. Given an arbitrary $(2,1):1$ structure $\mathcal{A}$ with the desired properties, we wish to construct a computable copy $\mathcal{B} = (B, g)$ that is not computably isomorphic $\mathcal{A}$. We accomplish this using a standard priority argument similar to the one in the proof of Theorem 3.1.4, ensuring that at the end of the construction, $\mathcal{A} \cong \mathcal{B}$, yet no computable function computes an isomorphism from $\mathcal{A}$ to $\mathcal{B}$.

The main difference between the proof of Theorem 3.1.4/3.1.5 and the one we give here is that now none of the components is necessarily finite. So, as we enumerate and reveal the K-cycles of $\mathcal{A}$ and build isomorphic copies in $\mathcal{B}$, we may never know what the full K-cycles look like, or which components properly embed into other components. Thus, at each stage, we will only consider truncations of each K-cycle. If at any point it appears that a K-cycle $C_i$ in $\mathcal{A}$ properly embeds into a future K-cycle $C_j$ in $\mathcal{A}$, and some computable function $\varphi_e$ appears to be a partial isomorphism from $C_i$ to $D_i$ in $\mathcal{B}$, then we will properly extend $D_i$ to ruin the potential computable isomorphism. However, to ensure that $\mathcal{B}$ is ultimately isomorphic to $\mathcal{A}$, we will only do this finitely many times for each component, and only when we are “free” to do so.

Let $\varphi_0, \varphi_1, \varphi_2, \ldots$ be an algorithmic enumeration of all computable functions from $\omega$ to $\omega$. To construct a computable graph $\mathcal{B} = (B, g)$ that is isomorphic but not computably isomorphic to $\mathcal{A}$, we must satisfy the following requirements:

\[ R_e : \varphi_e \text{ is not an isomorphism from } \mathcal{A} \text{ to } \mathcal{B}. \]

We will attempt to satisfy these requirements according to the following priority order:

\[ R_0 > R_1 > R_2 > \ldots, \]

where $R_\alpha$ has a higher priority than $R_\beta$ if $\alpha < \beta$. 
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We now give the formal construction.

**Stage 0:** Let \( A_0 \) be the elements of the first K-cycle in \( \mathcal{A} \) and let \((C_0, 0)\) be the directed graph associated with \((A_0, 0)\) (see Definition 2.1.7(c)). Set \( A_0 = (C_0, 0) \). Then construct \((D_0, 0)\), an isomorphic copy of \((C_0, 0)\), and set \( B_0 = (D_0, 0) \). Define \( h_0 \) to be an isomorphism from \( A_0 \) to \( B_0 \). Declare \( C_0 \) and \( D_0 \), the first K-cycles, free for all \( \varphi_e \).

**Stage \( s + 1 \):** Suppose that from stage \( s \) we have \( A_s = (C_0, s) \sqcup (C_1, s) \sqcup \ldots \sqcup (C_s, s) \), \( B_s = (D_0, s) \sqcup (D_1, s) \sqcup \ldots \sqcup (D_s, s) \), and \( h_s : A_s \cong B_s \). Use \( \beta_A \) to reveal a new truncated K-cycle \((C_{s+1}, s)\) in \( \mathcal{A} \). Then find the least \( e \leq s \) such that for some \( i \leq s \):

1. \( R_e \) has not received attention,
2. \( \varphi_{e,s+1} \) is a partial isomorphism from \((C_i, s)\) to \((D_i, s)\),
3. \((C_i, s)\) properly embeds into \((C_{s+1}, s)\), and
4. \( C_i \) and \( D_i \) are “free” for \( \varphi_e \).

If no such \( e \) exists, use \( \beta_A \) to extend \( A_s \) to \( A_{s+1} \) by extending \((C_i, s)\) to reveal \((C_i, s+1)\) for \( i \leq s + 1 \). Also, extend \( B_s \) to \( B_{s+1} \) by constructing a truncated K-cycle \((D_{s+1}, s + 1) \cong (C_{s+1}, s + 1) \) and extending \((D_i, s)\) to \((D_i, s + 1)\) for \( i \leq s \) such that \((D_i, s + 1) \cong (C_i, s + 1)\) for all \( i \leq s \). Then, extend \( h_s \) to an isomorphism \( h_{s+1} : A_{s+1} \to B_{s+1} \) such that \( h_{s+1}((C_i, s+1)) = (D_i, s+1) \) for all \( i \leq s + 1 \). Declare \( C_{s+1} \) and \( D_{s+1} \) free for all \( \varphi_e \) and go on to stage \( s + 2 \).

Otherwise, \( R_e \) requires attention, and we do the following. First, properly extend \((D_i, s)\) to create \((D_{s+1}, s)\) such that \((D_{s+1}, s) \cong (C_{s+1}, s)\). Next, build a new copy of \((D_i, s)\) isomorphic to \((C_i, s)\). Then, extend \( A_s \) to \( A_{s+1} \) by using \( \beta_A \) to extend \((C_i, s)\)
and reveal \((C_i, s+1)\) for \(i \leq s+1\), and do the same to \(B_s\) so that \((D_i, s+1) \cong (C_i, s+1)\) for all \(i \leq s+1\). Redefine \(h_s\) to be an isomorphism \(h_{s+1} : A_{s+1} \to B_{s+1}\) such that 
\[ h_{s+1}((C_i, s+1)) = (D_i, s+1) \]
for all \(i \leq s+1\). Lastly, declare \(C_i\) and \(D_{s+1}\) not free for all \(\varphi_j\) such that \(j > e\), and declare that \(\varphi_e\) has received attention. Move on to the next stage.

This ends the construction. Let \(B = \cup_s B_s\) and \(h = \lim_s h_s\). We must now verify that \(B\) is a computable structure that is indeed isomorphic to \(A\), and that all requirements \(R_e\) are satisfied.

Claim 1. The structure \(B\) is computable. Furthermore, the function \(h = \lim_s h_s\) exists and is an isomorphism from \(A\) to \(B\).

Proof of Claim 1. Every stage of the construction of \(B\) is easily seen to be computable. Under the assumption that \(A\) and \(\beta_A\) are computable, we can effectively determine \(A_s\) at every stage \(s\), and thus effectively construct truncated K-cycles in \(B_s\) isomorphic to those in \(A_s\). Furthermore, once we define \(g_s\) on an element in \(B_s\), we never redefine it, as we only extend the components of \(B_s\). Thus, \(B\) is computable.

Let \(x \in A\). Since we add a new truncated K-cycle and extend all existing truncated K-cycles in \(A\) at the end of every stage, there must be a stage in the construction at which \(x\) appears in some connected component \(C_i\). Let \(s\) be the first such stage. Then by the end of stage \(s\), \(h_s(x)\) is defined. If no computable function \(\varphi_e\) ever appears to be a partial isomorphism on \(C_i\), then \(h\) is never redefined on \(x\), and \(h(x) = \lim_s h_s(x)\) exists. If, at some stage \(t > s\), \(R_e\) requires attention and \(\varphi_e\) does appear to be a partial isomorphism on \(C_i\), then we will only redefine \(h(x)\) at most finitely many times after stage \(t\). This is because \(C_i\) would not be free for
any requirement of lower priority than $e$, and each requirement of equal or higher priority only requires attention at most once. So again, $h(x) = \text{lim}_s h_s(x)$ exists.

Now let $y \in B$, and suppose that $y$ first appears in the construction at stage $s$ in some connected component $D_i$. By the end of stage $s$, $h_s^{-1}(y)$ is defined. Again, if $D_i$ is never used for satisfying a requirement $R_e$, then $\text{lim}_s h_s^{-1}(y)$ exists. Otherwise, if $D_i$ is used at some stage $t$ for some $R_e$ requiring attention, it can only be used finitely many times after stage $t$, as $D_i$ is then declared not free for all but finitely many requirements. Thus, $\text{lim}_s h_s^{-1}(y)$ exists once again.

So we have shown that $h$ is defined for all $x \in A$ and $h^{-1}$ is defined for all $y \in B$. Finally, because $h_s$ is built to be an isomorphism from $A_s$ to $B_s$ for all stages $s$, we are guaranteed that $h$ is in fact an isomorphism from $A$ to $B$.

**Claim 2.** Each requirement $R_e$ is satisfied.

*Proof of Claim 2.* The proof is by induction. Suppose that $\varphi_0$ is an isomorphism from $A$ to $B$. Let $C_i$ be a K-cycle in $A$ (appearing at stage $i$) that is properly $N^+$-embeddable into infinitely many other K-cycles for some $N$, and let $s$ be the stage at which $\varphi_{0,s}$ appears to be a partial isomorphism on $(C_i, s)$. At the beginning of some stage $t > \text{max}\{i, s, N\}$, we have a truncated K-cycle $(C_i, t - 1)$ such that $(C_i, t - 1)$ properly embeds into it. Moreover, $R_0$ is the requirement of highest priority, and thus all K-cycles are free for $R_0$ at all stages of the construction, including $C_i$ and its isomorphic copy $D_i$. So at stage $t$, $R_0$ would require attention, and thus by the end of the stage, the construction would ensure that $\varphi_0$ maps one K-cycle to a non-isomorphic one. Hence, $\varphi_0$ is not an isomorphism and $R_0$ is satisfied.

Suppose that $R_i$ is satisfied for all $i < e$ by some stage $s$, and that $\varphi_e$ is an isomorphism from $A$ to $B$. Since there are only finitely many K-cycles for which
is not free, there exists some K-cycle \( C_j \) in \( A \), with \( C_j \) and \( D_j \) both free for \( R_e \), such that \( C_j \) is properly \( N^+ \)-embeddable into infinitely many other K-cycles for some \( N \). Now, by the same argument as in the base case, there is a stage \( t > max\{j, s, N\} \) where \( R_e \) would be the least requirement in need of attention, and thus the construction would ruin the potential isomorphism by properly extending \((D_j, t - 1)\) into \((D_t, t - 1)\). Therefore, \( R_e \) is satisfied.

\[ \Box \]

Note that Theorem 3.1.7 holds independently of the assumption that the branch isomorphism function of \( A \) is computable. The construction in the proof can be done effectively if \( iso_A \) is assumed to be computable. However, the construction can also be done effectively even if \( iso_A \) is not computable; indeed, it only requires that the branching function of \( A \) be computable in order to reveal the truncated K-cycles. Thus, we are free to include or remove this condition from the hypotheses.

### 3.2 Relative Computable Categoricity

In the previous section, we presented a broad class of computably categorical (2,1):1 structures, as well as a broad class of non-computably categorical (2,1):1 structures. However, there are still many types of (2,1):1 structures that have not been classified. As we mentioned in the introduction, it can be very difficult to give a full characterization of computable categoricity for many classes of structures, especially types of computable graphs. This is because computable categoricity does not have a nice syntactic definition in general.

For this reason, we now turn our attention to relative computable categoricity. By Theorem 1.2.7, we know that relative computable categoricity can be captured
syntactically by existential formulas. This is especially helpful for classifying computably categorical structures, as the two notions of categoricity tend to coincide. Unfortunately, computable categoricity does not always imply relative computable categoricity, as Goncharov first observed.

**Theorem 3.2.1** ([24]). *There exists a computable structure that is computably categorical but not relatively computably categorical.*

To prove this theorem, Goncharov used a sophisticated priority argument to construct an infinite directed graph with finite components that exhibits the desired properties. Downey, Kach, Lempp, and Turetsky later strengthened this theorem in [15], also by building an infinite directed graph with finite components. These results (and others) demonstrate that even for graphs with finite components, computable categoricity can be very tricky to describe.

This revelation suggests that our structures may be similarly ill-behaved. Indeed, the main goal of this section is to establish a version of Theorem 3.2.1 for (2,1):1 structures, supporting our intuition that computable categoricity for such graphs (even without Z-chains) will be very difficult to capture.

**Theorem 3.2.2.** *There exists a computable (2,1):1 structure \( \mathcal{A} \) that is computably categorical, but not relatively computably categorical.*

**Proof.** The proof of Theorem 3.2.2 is lengthy and technical. In order to make the proof more readable, we have broken down the important ideas into more manageable, underlined sections.

**Overview of the Proof**

Our goal is to construct a computable (2,1):1 structure \( \mathcal{A} = (A, f) \) that is computably categorical but not relatively so. The structure that we construct will
consist entirely of K-cycles. In order to ensure that $\mathcal{A}$ is computably categorical, we must guarantee that if $\mathcal{B}$ is some computable (2,1):1 structure isomorphic to $\mathcal{A}$, then there is a computable isomorphism from $\mathcal{A}$ to $\mathcal{B}$. In order to prevent $\mathcal{A}$ from being relatively computably categorical, we must prevent $\mathcal{A}$ from having a formally c.e. Scott family, as these two properties are equivalent by Theorem 1.2.7.

Before we formally state the requirements that we need to satisfy, we make two combinatorial observations. First, although there are uncountably many (2,1):1 structures, there are only countably many computable (2,1):1 structures. This is because every computable (2,1):1 structure is defined via a computable function, of which there are only countably many. The same is true of computable graphs in general. Thus, it makes sense to refer to $\mathcal{B}_i$, the $i^{th}$ (partial) computable graph, where $i$ is a natural number.

Second, there are only countably many possible c.e. Scott families for $\mathcal{A}$. This is due to the fact that the formulas in a c.e. family of existential formulas must be computably enumerable via some partial computable function, of which there are only countably many. Furthermore, each c.e. Scott family can only take in a fixed finite tuple of elements from $\mathcal{A}$ as parameters, and clearly there are only countably many such tuples. So, there are only countably many pairs ($\Phi, \bar{c}$) of c.e. families $\Phi$ for $\mathcal{A}$ and fixed finite tuples $\bar{c}$ from $\mathcal{A}$. Thus, it makes sense to refer to $(\Phi_j, \bar{c}_j)$, the $j^{th}$ c.e. family and finite tuple pair for $\mathcal{A}$, or simply the $j^{th}$ pair for $\mathcal{A}$. This enumeration will allow us to diagonalize against all possible formally c.e. Scott families for $\mathcal{A}$.

Now, in order to prove the theorem, we will construct, in stages, a computable (2,1):1 structure $\mathcal{A} = (A, f)$ that satisfies the following requirements:
$R_i$: If $\mathcal{A} \cong \mathcal{B}_i$, then there is a computable isomorphism $h_i : \mathcal{A} \rightarrow \mathcal{B}_i$.

$S_j : (\Phi_j, \tilde{c}_j)$ is not a formally c.e. Scott family for $\mathcal{A}$.

We will attempt to satisfy the above requirements in the following order of priority:

$$R_0 > S_0 > R_1 > S_1 > ...$$

It should be clear that if $R_i$ is satisfied for all $i$, then $\mathcal{A}$ is computably categorical, and if $S_j$ is satisfied for all $j$, then $\mathcal{A}$ is not relatively computably categorical.

The strategy for satisfying the $R_i$ requirements differs greatly from the strategy for satisfying the $S_j$ requirements. Moreover, these strategies will often be in direct conflict with each other, as we will see later. So, we shall first discuss the details of each of these strategies in isolation, that is, without regard to other strategies. Then we will address the potential conflicts between strategies and how to resolve them.

**Strategy for Satisfying $R_i$ (in Isolation)**

Let $s$ be the current stage in the construction, and let $\mathcal{A}_s$ be the finite approximation to $\mathcal{A}$ at stage $s$. During this stage, $R_i$ will run $\varphi_{i,s}(x)$ on all inputs $x \leq s$. In this way, $R_i$ can computably reveal $\mathcal{B}_{i,s}$, the computable directed graph associated with $\varphi_{i,s}$. If $\mathcal{B}_{i,s}$ does not appear to be a partial (2,1):1 structure isomorphic to $\mathcal{A}_s$, then $R_i$ will do nothing, as computable categoricity is only concerned with computable graphs that are isomorphic to $\mathcal{A}$. Otherwise, $R_i$ will attempt to non-uniformly define a partial isomorphism $h_{i,s}$ from $\mathcal{A}_s$ to $\mathcal{B}_{i,s}$.

**Strategy for Satisfying $S_j$ (in Isolation)**

Before describing the strategy itself, we first define some special types of K-cycles for convenience. A **Type 0 K-cycle** consists of $k$ cyclic elements, all of which have
empty exclusive Trees except for one, whose exclusive Tree is degenerate. A **Type 1 K-cycle** consists of $k$ cyclic elements, all of which have empty exclusive Trees except for one, whose exclusive Tree has a split hair in the first level and only hairs in every level after the first. A **Type 2 K-cycle** consists of $k$ cyclic elements, all of which have empty exclusive Trees except for one, whose exclusive Tree has only split hairs in the first two levels and only hairs in every level after the second. For all three types, we denote the cyclic element with the non-empty exclusive Tree as the **root vertex**.

Let $s$ be the current stage in the construction, and let $(\Phi_j, \vec{c}_j)_s$ be the stage $s$ approximation of the $j^{th}$ pair for $\mathcal{A}$. Assuming $S_j$ has not taken any action yet, $S_j$ will do the following:

1) Let $K = j + 1$, and construct a Type 0 $K$-cycle and a Type 1 $K$-cycle, both truncated at level $s + 3$. In doing so, only use elements for the vertices that are strictly larger than those found in the fixed finite tuple $\vec{c}_j$. Let $v_0$ and $v_1$ be the root vertices for the Type 0 and Type 1 $K$-cycles, respectively.

2) For every formula $\varphi(x, \vec{c}_j) := (\exists y)[\theta(x, \bar{y}, \vec{c}_j)]$ in $(\Phi_j, \vec{c}_j)_s$, search through $\mathcal{A}_s$ for a tuple $\bar{a}_j$ such that $\bar{a}_j < s$ (when $\bar{a}_j$ is coded as a natural number) and $\mathcal{A}_s \models \theta(v_1, \bar{a}_j, \vec{c}_j)$.

If no such formula $\varphi$ and tuple $\bar{a}_j$ are found, extend the two $K$-cycles to the $(s + 4)^{th}$ level by attaching a hair to every element in the $(s + 3)^{th}$ level of $\text{exTree}_{\mathcal{A}_s}(v_0)$ and $\text{exTree}_{\mathcal{A}_s}(v_1)$. When doing so, be sure to only use elements that are strictly larger than those found in $\vec{c}_j$. Then repeat step 2 at stage $s + 1$. If such a formula $\varphi$ and tuple $\bar{a}_j$ are found, go to step 3.
3) Extend the Type 0 $K$-cycle containing $v_0$ to a Type 1 $K$-cycle by attaching a hair to the element in the first level of $exTree_{\mathcal{A}}(v_0)$. Similarly, extend the Type 1 $K$-cycle containing $v_1$ to a Type 2 $K$-cycle by attaching a hair to both elements in the second level of $exTree_{\mathcal{A}}(v_1)$. Then, extend the Trees of all elements in $exTree_{\mathcal{A}}(v_0)$ and $exTree_{\mathcal{A}}(v_1)$ to the $(s+4)^{th}$ level of the exclusive Trees of $v_0$ and $v_1$ by attaching hairs. Again, for all of the new hairs that are attached, be sure to only use elements that are strictly larger than those found in $\bar{c}_j$.

4) At every subsequent stage $t$, continue to extend the Type 1 and Type 2 $K$-cycles created at step 3 by attaching one hair to every element in the $(t+3)^{th}$ level of $exTree_{\mathcal{A}}(v_0)$ and $exTree_{\mathcal{A}}(v_1)$. Once again, only use elements larger than those found in $\bar{c}_j$.

**Why the Strategies Work (in Isolation)**

It is straightforward to see why the strategy to satisfy $R_i$ should work (in isolation). If $\mathcal{B}_i$ is not total computable, or if $\mathcal{B}_i \not\cong \mathcal{A}$, then $\mathcal{B}_i$ cannot possibly be a counterexample to the computable categoricity of $\mathcal{A}$. If $\mathcal{B}_i$ is a computable graph that is ultimately isomorphic to $\mathcal{A}$, then there should always be a stage at which we can define/extend a partial isomorphism $h_i$ from $\mathcal{A}$ to $\mathcal{B}_i$, for all connected components that appear in $\mathcal{A}$. So ultimately, $h_i : \mathcal{A} \rightarrow \mathcal{B}_i$ will be an isomorphism.

To see why the strategy to satisfy $S_j$ works (in isolation), observe that there are two possible outcomes for each $S_j$-strategy: either it waits forever at step 2 for a formula $\varphi$ and a tuple $\bar{a}_j$, or it reaches step 3.

If the $S_j$-strategy never passes step 2, then it never found an existential formula $\varphi(x, \bar{c}_j)$ in $(\Phi_j, \bar{c}_j)$ such that $v_1$ satisfies it. So, not every tuple in $\mathcal{A}$ satisfies some
formula in \((\Phi_j, \bar{c}_j)\), since the 1-tuple \((v_1)\) does not satisfy any formula in \((\Phi_j, \bar{c}_j)\).

Therefore, the \(j^{th}\) pair \((\Phi_j, \bar{c}_j)\) cannot be a formally c.e. Scott family for \(\mathcal{A}\), as the first condition from Definition 1.2.6 would be violated.

If the \(S_j\)-strategy reaches the end of step 3 at some stage \(s\), then the strategy found a formula \(\varphi(x, \bar{c}_j)\) in \((\Phi_j, \bar{c}_j)\) such that \(\mathcal{A}_s \models \varphi(v_1, \bar{c}_j)\). Thus, we have the following:

\[
\mathcal{A}_s \models \varphi(v_1, \bar{c}_j) \implies \mathcal{A}_{s+1} \models \varphi(v_1, \bar{c}_j) \implies \mathcal{A} \models \varphi(v_1, \bar{c}_j)
\]

The first implication in (1) is due to the fact that \(\varphi(v_1, \bar{c}_j)\) is an existential sentence and that the \(K\)-cycle containing \(v_1\) only contains elements strictly larger than those found in \(\bar{c}_j\). So, \(\varphi(v_1, \bar{c}_j)\) can only assert things about the existence of non-specific elements in the \(K\)-cycle containing \(v_1\), and the way in which those non-specific elements are attached to each other and to \(v_1\). Thus, if \(\varphi(v_1, \bar{c}_j)\) is true in \(\mathcal{A}_s\) when \(v_1\) is part of Type 1 \(K\)-cycle, then it must also be true in \(\mathcal{A}_{s+1}\) when the component containing \(v_1\) is extended to a Type 2 \(K\)-cycle.

The second implication in (1) is due to the fact that once we modify the component containing \(v_1\) to be a Type 2 \(K\)-cycle at stage \(s\), the only further changes we will make to that component in future stages is to continue extending the exclusive Tree of \(v_1\) (in order to ensure that it will ultimately be a full \(K\)-cycle). Again, since \(\varphi(v_1, \bar{c}_j)\) is an existential sentence and the component containing \(v_1\) never uses any elements from \(\bar{c}_j\), \(\varphi(v_1, \bar{c}_j)\) remains true as we repeatedly extend the component at step 4 of the strategy. Thus, for all stages \(t > s\), \(\mathcal{A}_t \models \varphi(v_1, \bar{c}_j)\), and therefore \(\mathcal{A} \models \varphi(v_1, \bar{c}_j)\).

However, we also have the following:

\[
\mathcal{A}_s \models \varphi(v_1, \bar{c}_j) \implies \mathcal{A}_{s+1} \models \varphi(v_0, \bar{c}_j) \implies \mathcal{A} \models \varphi(v_0, \bar{c}_j)
\]

(2)
The first implication in (2) stems from the fact that the $K$-cycle containing $v_1$ at stage $s$ is isomorphic to the $K$-cycle containing $v_0$ at stage $s+1$, since both $K$-cycles are of Type 1, and that neither of these $K$-cycles ever uses any elements from $\bar{c}_j$. Thus, by a similar argument as before, if $\varphi(v_1, \bar{c}_j)$ is true at stage $s$, then $\varphi(v_0, \bar{c}_j)$ must be true at stage $s+1$. The second implication in (2) holds for the same reason that the second implication in (1) is true.

From (1) and (2), we have that $\mathcal{A} \models \varphi(v_0, \bar{c}_j)$ and $\mathcal{A} \models \varphi(v_1, \bar{c}_j)$. Thus, $v_0$ and $v_1$ both satisfy the same formula $\varphi(x, \bar{c}_j)$ in $(\Phi_j, \bar{c}_j)$. However, $v_0$ and $v_1$ are clearly not automorphic in $\mathcal{A}$, as $v_0$ is on a Type 1 $K$-cycle while $v_1$ is on a Type 2 $K$-cycle. Therefore, $(\Phi_j, \bar{c}_j)$ cannot be a formally c.e. Scott family for $\mathcal{A}$, since the second condition from Definition 1.2.6 would not hold for $(\Phi_j, \bar{c}_j)$.

In each of the two possible outcomes for the $S_j$-strategy, the requirement $S_j$ is satisfied. Furthermore, regardless of the outcome, the strategy makes sure to continue extending the two $K$-cycles that it builds so that the structure created is ultimately a (2,1):1 structure, and it never redefines the function $f$ on any element in $A$ once it is defined. Therefore, if all $R_i$ and $S_j$-strategies are ultimately successful, we will have constructed a computable (2,1):1 structure that is computably categorical, but not relatively so.

**The Conflicts Between $R_i$-Strategies and $S_j$-Strategies**

Unfortunately, the $R_i$-strategy and the $S_j$-strategy are almost directly opposed to each other. The $S_j$-strategy seeks to build and extend $K$-cycles for the purpose of diagonalizing against potential c.e. Scott families, while the $R_i$-strategy would ideally like to prevent existing $K$-cycles from being altered, as this may ruin a partial computable isomorphism between $\mathcal{A}$ and $B_i$. 

For example, suppose at the beginning of some stage $s$, the $R_0$-strategy is able to build a partial isomorphism $h_{0,s} : A_s \to B_{0,s}$. If later on during the stage, a lower-priority strategy, say $S_0$, has the opportunity to diagonalize against $(\Phi_0, \bar{c}_0)$, it will properly extend the two components it has so-far built, call them $C_{0,s}$ and $C_{1,s}$, into Type 1 and Type 2 K-cycles, respectively, as described above in step 3 of the $S_j$-strategy. Thus, $C_{0,s+1}$ and $C_{1,s+1}$ would no longer be isomorphic to $D_{0,s} = h_{0,s}(C_{0,s})$ and $D_{1,s} = h_{0,s}(C_{1,s})$, respectively.

Now, if $D_{0,s}$ and $D_{1,s}$ never grow in $B_0$ to become Type 1 and Type 2 K-cycles, then $R_0$ will still be satisfied, as $A$ cannot possibly be isomorphic to $B_0$ anymore. However, if $D_{0,s}$ eventually grows to become a Type 2 K-cycle and $D_{1,s}$ remains a Type 1 K-cycle, then $C_0$ and $C_1$ will be isomorphic to $D_0$ and $D_1$, but $h_{0,s}$ will no longer be a computable isomorphism from $A$ to $B_0$. This is because $h_{0,s}$ will still map $C_0$ (now a Type 1 K-cycle) to $D_0$ (now a Type 2 K-cycle), and $C_1$ (now a Type 2 K-cycle) to $D_1$ (now a Type 1 K-cycle). So $h_{0,s}$ would need to be redefined on $C_0$ and $D_0$ to still be an isomorphism. Furthermore, because there are infinitely many lower-priority $S_j$ requirements, there are sufficiently many opportunities for the $S_j$-strategies to defeat not only the computable isomorphism $h_{0,s}$, but all possible computable isomorphisms from $A$ to $B_0$. Thus, if left unchecked, the $S_j$-strategies could potentially prevent $R_0$ from ever being satisfied.

On the other hand, if a lower-priority $S_j$-strategy has the opportunity to extend its components and diagonalize against $(\Phi_j, \bar{c}_j)$, but is stalled indefinitely by $R_0$ hoping to maintain its computable isomorphism $h_0$, then $(\Phi_j, \bar{c}_j)$ may very well end up being a formally c.e. Scott family for $A$. This would prevent $S_j$ from ever being satisfied.
**Slowing Down the $S_j$-Strategy and Guessing $R_i$ Outcomes**

The first conflict mentioned above can be avoided if we carefully slow down the steps in the $S_j$-strategy. In particular, an $S_j$-strategy can avoid diagonalizing against a partial computable isomorphism $h_i$ built by a higher-priority $R_i$ if we slow down step 3 of the strategy.

If at any stage $s$, the $S_j$ strategy reaches step 3, it will only extend the Type 1 K-cycle containing $v_1$ into a Type 2 K-cycle, and will leave the Type 0 K-cycle containing $v_0$ as a Type 0 K-cycle. Then, for all higher-priority $R_i$-strategies, the $S_j$-strategy will consider those that have successfully built a partial isomorphism $h_{i,s}$ from $A_s$ to $B_{i,s}$. For all such $B_i$, the $S_j$-strategy will wait until a Type 2 K-cycle, which looks like the one containing $v_1$, appears in $B_i$. If and when this happens, the $S_j$-strategy will finally complete its diagonalization effort and extend the Type 0 K-cycle containing $v_0$ into a Type 1 K-cycle.

By slowing down the construction in this way, the issue of diagonalizing against a potential computable isomorphism cannot occur. Suppose at some stage $s$, an $R_i$-strategy has successfully built a computable isomorphism $h_{i,s} : A_s \rightarrow B_{i,s}$. Now, if a lower-priority $S_j$-strategy sees an opportunity to advance to step 3, it will only extend the Type 1 K-cycle containing $v_1$, call it $C_{1,s}$, into a Type 2 K-cycle, and leave the Type 0 K-cycle containing $v_0$, call it $C_{0,s}$, as is.

After this point, if $B_i$ is ultimately isomorphic to $A$, a unique Type 2 K-cycle (with exactly K cyclic elements) must appear in $B_i$. Moreover, this unique Type 2 K-cycle must either be an extension of $D_{0,s} = h_{0,s}(C_{0,s})$ or $D_{1,s} = h_{0,s}(C_{1,s})$. Whichever it is, the $R_i$-strategy will know exactly how to define/extend the partial isomorphism $h_i$ accordingly. Later, if and when the $S_j$-strategy is ready to complete
step 3 and extend $C_0$ into a Type 1 K-cycle, a unique Type 1 K-cycle must now appear in $B_i$, if it has not already. When it does, the $R_i$-strategy will once again know exactly how to define and extend the partial isomorphism $h_i$. Therefore, since at every point during the $S_j$-strategy, $R_i$ can computably determine how to define $h_i$, the computable isomorphism will remain intact on $C_0$ and $C_1$.

It may appear that the slowing-down technique does not actually solve our problem, as we may still need to redefine $h_i$ after $S_j$ reaches Step 3. However, we can sidestep this issue if we think of prior failed attempts to define $h_i$ as “false paths”, and only the final, correct version of $h_i$ as the “true path”. We will come back to this point later in the proof when we define the priority tree.

Here is the slowed-down version of step 3 of the $S_j$-strategy at stage $s$. Steps 1, 2, and 4 remain the same. At all steps, whenever adding new elements is required, we always use elements strictly larger than those found in $C_j$.

3a) Extend the Type 1 K-cycle containing $v_1$ to a Type 2 K-cycle by attaching a hair to both elements in the second level of $exTree_{A_i}(v_1)$. Then, extend the Trees of all elements in $exTree_{A_i}(v_1)$ to the $(s + 4)_{th}$ level of the exclusive Trees of $v_1$ by attaching hairs.

3b) For all $i \leq j$ such that $A \cong B_i$, wait for a Type 2 K-cycle (with exactly K cyclic elements), truncated at some arbitrary level, to appear in $B_i$. While waiting, continuously extend the K-cycles containing $v_0$ and $v_1$ by adding hairs to the ends.

3c) Extend the Type 0 K-cycle containing $v_0$ to a Type 1 K-cycle by attaching a hair to the element in the first level of $exTree_{A_i}(v_0)$. Then, extend the Trees of all elements in $exTree_{A_i}(v_0)$ by attaching hairs as necessary.
Although this revised $S_j$-strategy solves the first conflict mentioned in the previous underlined section, it still does not address the second conflict. That is, for a given $i$, we cannot computably determine if a Type 2 K-cycle will ever appear in $B_i$, much less if $A$ will eventually be isomorphic to $B_i$. In fact, for an arbitrary $i$, it is likely that the corresponding directed graph $B_i$ will not even end up being a (2,1):1 structure. Thus, even with the revised construction, it is possible that the $S_j$-strategy will now become stuck waiting at step 3b, once again unable to complete its diagonalization against $(\Phi_j, c_j)$.

The solution to this problem is to have the $S_j$-strategy “guess” the outcomes of the higher-priority $R_i$-strategies. Specifically, if at some stage $s$, an $S_j$-strategy has completed step 3a, it will check for each $i \leq j$ whether the $R_i$-strategy believes that $A \cong B_i$. That is, during stage $s$, the $R_i$-strategies will have an outcome stating that at the moment, $A_s \cong B_{i,s}$, and the $S_j$-strategy will check for those $R_i$-strategies with this outcome.

For all $i \leq j$ such that the $R_i$-strategy believes that $A \cong B_i$, if the $S_j$-strategy sees a Type 2 K-cycle in every $B_{i,s}$ that looks like the one it created, it will proceed to step 3c, as we will then be in the scenario described above. However, if there is some $i \leq j$ such that the $R_i$-strategy believes that $A \cong B_i$ but $B_{i,s}$ does not have a Type 2 K-cycle like the one created by $S_j$, the $S_j$-strategy will continue waiting at step 3b for a stage $t$ when the Type 2 K-cycle it is waiting for appears in $B_{i,t}$. (To complete the description of the strategy, we note that each $S_j$-strategy only considers information given from higher-priority $R_i$-strategies, and will proceed to step 3c regardless of the state of lower-priority $R_i$-strategies.)

With this modified guessing technique, an $S_j$-strategy will never wait endlessly
at step 3b, *provided that it makes the right guesses.* After the $S_j$-strategy creates its Type 2 K-cycle at stage $s$, if the $S_j$-strategy correctly guesses that, for some $i \leq j$, $A \cong B_i$, it will only have to wait until some finite stage $t$ when a Type 2 K-cycle like the one it created appears in $B_{i,t}$. There are only finitely many $i \leq j$ for which the $S_j$-strategy will guess that $A \cong B_i$ at stage $s$, and each $B_i$ will only have to wait finitely many stages for the Type 2 K-cycle to appear, assuming all of the $S_j$-strategy’s guesses were correct. Thus, the $S_j$-strategy will only wait finitely many stages before it can proceed to step 3c.

Of course, we cannot *computably* know which guesses are correct. However, all that matters is that there *is* a correct guess for the outcome of each $R_i$-strategy.

**The Priority Tree Construction, and the Full $R_i$ and $S_j$-Strategy**

Since the actions and outcomes of each strategy depend on the actions and outcomes of other strategies, it is best to represent the strategies on a tree, similar to the trees used to analyze moves in a game. We refer to this tree as the *priority tree*.

Before we construct the priority tree, we establish the set of possible outcomes for our strategies, and other preliminaries. Each $R_i$-strategy will have an infinite set of outcomes, $\{0, 1, 2, ..., k, ..., \infty\}$. At the end of a stage $s$, an outcome of $\infty$ signifies that the $R_i$-strategy believes that $A \cong B_i$, whereas an outcome of $m$ (for each $m \in \omega$) signifies that the $R_i$-strategy has had outcome $\infty$ at $m$ stages before stage $s$. Each $S_j$-strategy will have a set of two outcomes, $\{0, 1\}$. At the end of a stage $s$, an outcome of 0 indicates that the $S_j$-strategy is still waiting at step 2 of its procedure, and an outcome of 1 indicates that the $S_j$-strategy has reached step 3 of its procedure. Let $\Omega = \{0, 1, 2, ..., m, ..., \infty\}$ be the set of all possible outcomes of a strategy. We put
an ordering on $\Omega$, denoted by $<_{\Omega}$, such that $\infty <_{\Omega} \cdots <_{\Omega} m <_{\Omega} \cdots <_{\Omega} 1 <_{\Omega} 0$.

Next, let $\Omega^{<\omega}$ denote the set of all finite sequences of elements from $\Omega$, and let $\Omega^\omega$ denote the set of all infinite sequences of elements from $\Omega$. For all $\alpha \in \Omega^{<\omega}$, let $|\alpha|$ denote the length of the sequence $\alpha$. Then, for each $n \in \mathbb{N}$ such that $n < |\alpha|$, define $\alpha(n)$ to be the $n^{th}$ term in the finite sequence $\alpha$. Similarly, if $a \in \Omega^\omega$ and $n \in \mathbb{N}$, define $a(n)$ to be the $n^{th}$ term in the infinite sequence $a$.

Now, define the priority tree $T$ as follows:

$$T = \{ \alpha \in \Omega^{<\omega} : (\forall e)[2e + 1 < |\alpha| \implies \alpha(2e + 1) \in \{0, 1\}] \}.$$

In words, the priority tree $T$ is the set of all finite sequences of outcomes from $\Omega$ such that the odd-numbered terms of the sequence are either 0 or 1. This definition is motivated by the fact that we wish to assign, in alternating order, each $R_i$ and $S_j$ requirement to one level of the tree, where level $n$ of $T$ is just the set of all $\alpha \in T$ such that $|\alpha| = n$. Each requirement $R_i$ is assigned to level $2i$ of $T$, and each requirement $S_j$ is assigned to level $2j + 1$ of $T$, to capture the priority order of the requirements. The possible outcomes of each strategy are labeled on the nodes one level below where the requirement was assigned; thus the outcomes of $R_i$-strategies are found on odd levels, while the outcomes of $S_j$-strategies are found on even levels. Since the root node at level 0 corresponds to the empty sequence, and the first number of a sequence $\alpha$ is given by $\alpha(0)$, the odd-numbered terms of a sequence correspond to even levels of $T$, which correspond to outcomes of $S_j$-strategies. Therefore, our definition of $T$ requires that $\alpha(2e + 1) \in \{0, 1\}$.

Furthermore, let $[T]$ be the set of all paths through $T$. That is,

$$[T] = \{ a \in \Omega^\omega : (\forall n)[a \upharpoonright n \in T] \},$$

where $a \upharpoonright n$ denotes the restriction of $a$ to its first $n$ terms. Thus, $[T]$ is the set of
all infinite sequences of outcomes from $\Omega$ such that the odd-numbered terms of the
sequence are either 0 or 1.

Let $\alpha, \beta \in T$. We write $\alpha \subseteq \beta$ if $\beta$ extends $\alpha$, and $\alpha \subset \beta$ if $\beta$ properly extends
$\alpha$. We say that $\alpha$ and $\beta$ are *incomparable* if neither $\alpha \subseteq \beta$ nor $\beta \subseteq \alpha$. Also, let $\alpha \overline{\gamma} \beta$
denote the concatenation of the strings $\alpha$ and $\beta$. Then we say that $\alpha$ is *to the left
of* $\beta$, written as $\alpha <_L \beta$, if

\[(\exists p, q \in \Omega)(\exists \gamma \in T)[p <_\Omega q \land \gamma \overline{\gamma} p \subseteq \alpha \land \gamma \overline{\gamma} q \subseteq \beta].\]

Furthermore, we write $\alpha \leq \beta$ if $\alpha <_L \beta$ or $\alpha \subseteq \beta$, and we write $\alpha < \beta$ if $\alpha \leq \beta$ and $\alpha \neq \beta$. (It is straightforward to check that $\leq$ is a linear ordering on $T$.) Finally, for
$a, b \in [T]$, we say that $a$ is *to the left of* $b$, also written as $a <_L b$, if

\[(\exists n)[a \mid n <_L b \downarrow n].\]

As we have seen before, each $\alpha \in T$ is associated with a node at level $|\alpha|$ on the
priority tree, which is in turn associated with a strategy to satisfy the requirement
assigned to that level. Let $\rho \in T$ be used to denote $R_i$-strategies (nodes on even
levels of $T$), and let $\sigma \in T$ be used to denote $S_j$-strategies (nodes on odd levels of
$T$). At any given stage $s$ of the construction, each strategy $\alpha \in T$ with $|\alpha| \leq s$ will
have access to all outcomes of prior strategies (i.e., $\beta \subseteq \alpha$) as well as outcomes of
future strategies of length at most $s$. In this way, the $R_i$-strategies and $S_j$-strategies
no longer act in isolation of each other.

We now give the full strategies for satisfying the $R_i$ and $S_j$ requirements, stated
in the terminology of the priority tree.

**The Full Strategy for Satisfying $R_i$**

Let $s$ be the current stage of the construction, and let $A_s$ and $B_{i,s}$ be the stage $s$
approximation of $A$ and $B_i$, respectively, with $h_{i,s}$ a partial isomorphism from $A_s$ to
\( B_{i,s} \). Let \( \rho \in T \) with \( |\rho| \leq s \) be an \( R_i \)-strategy, that is, a node on the \((2i)^{th}\) level of the priority tree. Let \( m \) be the number of stages less than \( s \) at which \( \rho \) had outcome \( \infty \).

The \( R_i \)-strategy \( \rho \) will consider three types of root vertices in \( A_s \):

1) Root vertices created by \( S_j \)-strategies \( \sigma \subset \rho \) such that \( \sigma^\sim 0 \subseteq \rho \).

2) Root vertices created by \( S_j \)-strategies \( \sigma \subset \rho \) such that \( \sigma^\sim 1 \subseteq \rho \) and \( \sigma \) has reached step 4 of its strategy.

3) Root vertices created by \( S_j \)-strategies \( \sigma \not\subset \rho \) such that \( |\sigma| \leq s \) and \( \sigma \) is incomparable with \( \rho^\sim n \) for all \( n \in \omega \).

For each root vertex \( v \) in \( A_s \) that \( \rho \) is considering, we check if \( h_{i,s} \) is defined on \( v \). If \( h_{i,s}(v) \) is not yet defined, we search \( B_{i,s} \) for a root vertex \( u \) with a truncated K-cycle that appears identical to the one containing \( v \). If we find one, we define \( h_{i,s}(v) := u \), then extend \( h_{i,s} \) to an isomorphism of the truncated K-cycles containing \( v \) and \( u \); otherwise, we do nothing. If \( h_{i,s}(v) \) is already defined, and the truncated K-cycle containing \( v \) still appears identical to the component of \( h_{i,s}(v) \) in \( B_{i,s} \), we extend \( h_{i,s} \) to an isomorphism of the truncated K-cycles containing \( v \) and \( h_{i,s}(v) \), if it is not already; otherwise, we do nothing.

After this action, if for every vertex \( v \) that \( \rho \) is considering, \( h_{i,s} \) is defined on \( v \) and is an isomorphism of the truncated K-cycles containing \( v \) and \( h_{i,s}(v) \), then we extend \( h_{i,s} \) to \( h_{i,s+1} \) as prescribed above, and declare that \( \rho \) has outcome \( \infty \) at the end of stage \( s \). Otherwise, \( \rho \) has outcome \( m \) at the end of stage \( s \).

**The Full Strategy for Satisfying \( S_j \)**

Let \( s \) be the current stage in the construction, and let \( A_s, B_{i,s}, \) and \((\Phi_j, \bar{c}_j)_s \) be
the stage $s$ approximation of $\mathcal{A}$, $\mathcal{B}_i$, and the $j^{th}$ pair for $\mathcal{A}$, respectively. Let $\sigma \in T$ with $|\sigma| \leq s$ be an $S_j$-strategy, that is, a node on the $(2j + 1)^{th}$ level of the priority tree. Assuming $\sigma$ has not taken any action yet, $\sigma$ will perform the following steps, always using numbers larger than those found in $\bar{c}_j$ whenever adding new vertices is necessary.

1) Let $K = j + 1$, and construct a Type 0 $K$-cycle and a Type 1 $K$-cycle, both truncated at level $s + 3$. Let $v_0$ and $v_1$ be the root vertices for the Type 0 and Type 1 $K$-cycles, respectively.

2) For every formula $\varphi(x, \bar{c}_j) := (\exists \bar{y})[\theta(x, \bar{y}, \bar{c}_j)]$ in $(\Phi_j, \bar{c}_j)_s$, search through $\mathcal{A}_s$ for a tuple $\bar{a}_j$ such that $\bar{a}_j < s$ (when $\bar{a}_j$ is coded as a natural number) and $\mathcal{A}_s \models \theta(v_1, \bar{a}_j, \bar{c}_j)$.

If no such formula $\varphi$ and tuple $\bar{a}_j$ are found, extend the two $K$-cycles to the $(s + 4)^{th}$ level by attaching a hair to every element in the $(s + 3)^{th}$ level of $\text{exTree}_{\mathcal{A}_s}(v_0)$ and $\text{exTree}_{\mathcal{A}_s}(v_1)$. Declare that $\sigma$ has outcome 0. Then repeat step 2 at stage $s + 1$. If such a formula $\varphi$ and tuple $\bar{a}_j$ are found, declare that $\sigma$ has outcome 1, then go to step 3a.

3a) Extend the Type 1 $K$-cycle containing $v_1$ to a Type 2 $K$-cycle by attaching a hair to both elements in the second level of $\text{exTree}_{\mathcal{A}_s}(v_1)$. Then, extend the Trees of all elements in $\text{exTree}_{\mathcal{A}_s}(v_1)$ to the $(s + 4)^{th}$ level of the exclusive Trees of $v_1$ by attaching hairs.

3b) For all $i \leq j$ such that $\rho$ guesses that $\mathcal{A} \cong \mathcal{B}_i$, wait for a stage when a Type 2 $K$-cycle (with exactly $K$ cyclic elements), truncated at some arbitrary level, appears in every $\mathcal{B}_i$. While waiting, continuously extend the $K$-cycles.
containing $v_0$ and $v_1$ by adding hairs to the ends.

3c) Extend the Type 0 $K$-cycle containing $v_0$ to a Type 1 $K$-cycle by attaching a hair to the element in the first level of $exTree_{A_1}(v_0)$. Then, extend the Trees of all elements in $exTree_{A_1}(v_0)$ by attaching hairs as necessary.

4) At every subsequent stage $t$, continue to extend the Type 1 and Type 2 $K$-cycles created during step 3 by attaching one hair to every element in the $(t + 3)^{th}$ level of $exTree_{A_1}(v_0)$ and $exTree_{A_1}(v_1)$.

As we mentioned before, we cannot computably know which guesses made by a $\sigma$-strategy at step 3b are correct. More generally, we cannot computably know which outcomes a given strategy will have, and thus which nodes will be visited on the priority tree during the construction. However, we can approximate which route through $T$ the construction will take, and ultimately use this approximation to show that there is an infinite path in $[T]$, called the true path, on which all requirements are satisfied.

Let $s$ be the current stage, and let $n \leq s$. Define $\delta_s \in T$, the stage $s$ approximation to the true path, as follows. For $n = 2e$,

$$\delta_s(n) = \begin{cases} 
\infty & \text{if the } R_e\text{-strategy has outcome } \infty \text{ at the end of stage } s, \\
\ m & \text{if the } R_e\text{-strategy has outcome } m \text{ at the end of stage } s.
\end{cases}$$

For $n = 2e + 1$,

$$\delta_s(n) = \begin{cases} 
0 & \text{if the } S_e\text{-strategy has outcome } 0 \text{ at the end of stage } s, \\
1 & \text{if the } S_e\text{-strategy has outcome } 1 \text{ at the end of stage } s.
\end{cases}$$

At a stage $s$ in the construction, for all nodes $\alpha \in T$ with $|\alpha| \leq s$ that are visited by $\delta_s$, we let each $\alpha$ carry out its strategy in order of priority. As the construction
progresses, $\delta_s(n)$ may obviously change for certain values of $n$; in fact, it may change infinitely often. However, it is important to note that if $\delta_s$ moves to the left of a node $\alpha \in T$ that has already been visited, $\alpha$ cannot be visited again at a later stage $t$ by $\delta_t$.

This can be seen by considering the ordering we defined on $T$, the steps of the individual $R_i$ and $S_j$-strategies, and the definition of $\delta_s$. If $n = 2e + 1$ and $\delta_s(n) = 1$, then the $S_e$-strategy reached step 3a at stage $s$ and cannot revert back to step 2 at a later stage $t$. So $\delta_t(n)$ cannot be 0 at any stage $t > s$. If $n = 2e$ and $\delta_s(n) = m$ for some $m \in \omega$, then the $R_e$-strategy believed that $A \cong B_i$ at least $m$ times by stage $s$, and therefore cannot later believe that $A \cong B_i$ less than $m$ times. Thus, $\delta_t(n) \leq_\omega m$ for all stages $t > s$.

We now define the true path $p$ through $[T]$ in the following manner. For $n = 2e$,

$$p(n) = \begin{cases} 
\infty & \text{if } (\forall s)(\exists t)[t > s \land \delta_t(n) = \infty], \\
m & \text{if } (\exists s)(\forall t)[t > s \implies \delta_t(n) = m].
\end{cases}$$

For $n = 2e + 1$,

$$p(n) = \begin{cases} 
0 & \text{if } (\forall s)[\delta_s(n) = 0], \\
1 & \text{if } (\exists s)[\delta_s(n) = 1].
\end{cases}$$

Equivalently, we can define $p(n) := \lim \inf_s \delta_s(n)$, under the $\leq_\omega$ ordering. We may also think of $p$ as the leftmost path through $[T]$ that is visited infinitely often by the sequence $\{\delta_s\}_{s \in \omega}$.

This ends the priority tree construction. Let $\mathcal{A}$ be the structure built along the true path $p$. We must now verify that $p$, as defined above, exists, that the structure $\mathcal{A}$ created by $p$ is a computable $(2,1):1$ structure, that each $R_i$ is satisfied, and that each $S_j$ is satisfied.
Verification

Claim 1. The true path \( p(n) \) exists.

Proof of Claim 1. Let \( n = 2e \). If the \( R_e \)-strategy has outcome \( \infty \) infinitely often, then \( p(n) = \infty \). Otherwise, it has outcome \( \infty \) at only finitely many stages. Let \( m \) be the number of stages at which the \( R_e \)-strategy has outcome \( \infty \). Then at any stage after the \( R_e \)-strategy has outcome \( m \), it cannot have any outcome other than \( m \). Thus, \( p(n) = m \).

Let \( n = 2e + 1 \). If the \( S_e \)-strategy never has outcome 1, then \( p(n) = 0 \). Otherwise, the \( S_e \)-strategy has outcome 1 at some stage \( s \), and it can never have outcome 0 again at any stage after \( s \). Thus, \( p(n) = 1 \).

Therefore, \( p \) is defined for all \( n \in \mathbb{N} \).

Claim 2. The structure \( A \) built by the true path is a computable \((2,1):1\) structure.

Proof of Claim 2. The computability of \( A \) follows directly from the construction. In particular, once we establish a directed edge between two vertices, we never redefine the edge relation between those vertices; we only extend the K-cycles by adding new directed edges.

It is also immediate from the construction that \( A \) is a \((2,1):1\) structure. Each \( S_j \)-strategy introduces two new truncated K-cycles, and continues to extend them at all future stages of the construction regardless of the outcome of \( S_j \) at any stage. Thus, \( A \) is composed of infinitely many infinite K-cycles.

Claim 3. Each requirement \( R_i \) is satisfied along the true path.

Proof of Claim 3. Suppose that \( A \cong B_i \) for some index \( i \). Let \( \rho \) be the \( R_i \)-strategy on the true path. We wish to show that \( \rho \) builds a computable isomorphism
Let $\sigma \subset \rho$ be an $S_j$-strategy along the true path such that $\sigma \sim 0 \subseteq \rho$. Then at some stage $s$, $\sigma$ creates a truncated Type 0 K-cycle and Type 1 K-cycle, after which $\rho$ will begin considering them. Because $\sigma \sim 0$ is on the true path, $\sigma$ has final outcome 0 and will never extend its K-cycles into Type 1 and Type 2 K-cycles; it will only extend the existing K-cycles by adding levels to them. Thus, once truncated K-cycles isomorphic to the ones created by $\sigma$ appear in $B_i$ (which must happen by assumption), $\rho$ will define $h_i$ on these truncated components and continue extending the partial isomorphism at future stages as the K-cycles grow. Furthermore, $h_i$ will never have to be redefined on these components. Thus, $h_i$ is ultimately a computable isomorphism on these K-cycles.

Let $\sigma \subset \rho$ be an $S_j$-strategy along the true path such that $\sigma \sim 1 \subseteq \rho$. Since $\sigma \sim 1$ is on the true path, $\sigma$ will eventually reach step 4 of its strategy (see the proof of Claim 4), at which point it has built truncated Type 1 and Type 2 K-cycles. Remember that $\rho$ only considers the root vertices built by strategies $\sigma$ with $\sigma \sim 1 \subseteq \rho$ if $\sigma$ reaches step 4 of its strategy. Thus, $\rho$ only considers the components built by $\sigma$ after they have been extended into Type 1 and Type 2 K-cycles. After $\rho$ begins considering them, it waits for isomorphic truncated Type 1 and Type 2 K-cycles to appear in $B_i$, which must happen by assumption. When they do, $\rho$ will define $h_i$ on these truncated components and continue extending $h_i$ as in the last case, never needing to redefine the partial isomorphism. Thus, $h_i$ is ultimately a computable isomorphism on these K-cycles.

Let $\sigma$ be an $S_j$-strategy incomparable with $\rho$. Since $\rho$ is on the true path and $\sigma$
is not, once $\rho$ begins considering the components created by $\sigma$, the construction will never visit $\sigma$ again. Thus, after $\rho$ considers them, the truncated K-cycles created by $\sigma$ can never extend into different types of K-cycles; they can only be extended by levels. Therefore, by the same argument as above, $\rho$ defines a computable isomorphism $h_i$ on these components as well.

Let $\sigma \supset \rho$ be an $S_j$-strategy such that $\sigma \supseteq \rho^\infty$. If $\sigma \supseteq 0$ is on the true path, then $\sigma$ ultimately builds a Type 0 K-cycle and a Type 1 K-cycle, which $\rho$ would begin considering after they are built. By the same argument as in the first case, $\rho$ will ultimately define a computable isomorphism on these K-cycles.

Now suppose $\sigma \supset 1$ is on the true path. Let $C_0$ be its Type 0 K-cycle and let $C_1$ be its Type 1 K-cycle. If $\rho$ is able to find truncated copies of $C_0$ and $C_1$ in $B_i$ before $\sigma$ extends $C_1$ into a Type 2 K-cycle, then $\rho$ will define a partial isomorphism $h_i$ on the truncated versions of $C_0$ and $C_1$. Let $D_0$ and $D_1$ in $B_i$ be the images under $h_i$ of $C_0$ and $C_1$, respectively. Once $\sigma$ extends $C_1$ into a Type 2 K-cycle, by construction, $\rho$ will never have outcome $\infty$ again unless $D_1$ later grows into a Type 2 K-cycle. Since $\rho$ has final outcome $\infty$ in this scenario, $D_1$ must eventually become a Type 2 K-cycle isomorphic to the one created by $\sigma$. When it does, $\rho$ can extend its isomorphism from $C_1$ to $D_1$, and will never have to redefine $h_i$ on that K-cycle.

Furthermore, since $\sigma$ is on the true path, it will eventually reach step 3c of its strategy, and extend $C_0$ into a Type 1 K-cycle. After this step, $\rho$ will not have outcome $\infty$ again unless $D_0$ later grows into a Type 1 K-cycle. Thus, $D_0$ will eventually grow into a Type 1 K-cycle isomorphic to the one created by $\sigma$. Once again, $\rho$ will then be able to extend $h_i$ to be an isomorphism on the newly-created Type 1 K-cycles. Therefore, $h_i$ will be a computable isomorphism on both of the
K-cycles created by \( \sigma \).

If \( \sigma \) extends \( C_1 \) into a Type 2 K-cycle before \( \rho \) can define an isomorphism on \( C_0 \) and \( C_1 \), then \( \rho \) will never have outcome \( \infty \) again unless a Type 2 K-cycle \( D_1 \) isomorphic to \( C_1 \) appears in \( B_i \). Once \( D_1 \) appears, \( \rho \) can map \( C_1 \) to \( D_1 \). Since \( A \cong B_i \), and \( C_1 \) is the only K-cycle of its type and size in \( A \), \( D_1 \) is guaranteed to be the unique and correct image of \( C_1 \). By the same argument as in the previous paragraph, \( \sigma \) will then extend \( C_0 \) into a Type 1 K-cycle at some later stage, and some copy of \( C_0 \), call it \( D_0 \), is guaranteed to appear in \( B_i \). When it does, \( \rho \) can map \( C_0 \) to \( D_0 \). Moreover, \( D_0 \) is the correct and unique image of \( C_0 \) in \( B_i \). Therefore, \( h_i \) is once again a computable isomorphism on both of the K-cycles created by \( \sigma \).

Lastly, let \( \sigma \supset \rho \) be an \( S_j \)-strategy such that \( \sigma \supset \rho \upharpoonright m \) for some \( m \in \omega \), and let \( C_0 \) and \( D_0 \) be the K-cycles built by \( \sigma \). By construction, the only way that \( \rho \) will consider \( C_0 \) and \( D_0 \) is if at some stage after their creation, \( \rho \) has outcome \( \infty \). But once \( \rho \) has outcome \( \infty \), \( \sigma \) will never be visited again in the construction, and thus \( C_0 \) and \( D_0 \) can never change types; they can only be extended by levels. So once \( \rho \) finds truncated K-cycles in \( B_i \) that appear isomorphic to \( C_0 \) and \( D_0 \), \( \rho \) can define \( h_i \) on \( C_0 \) and \( D_0 \), and will never have to redefine it further except to extend it as the K-cycles grow. Therefore, \( h_i \) will be a computable isomorphism on these K-cycles.

By construction, every component in \( A \) is eventually considered by \( \rho \). Moreover, by all of the above cases, \( \rho \) will define \( h_i \) on every component it considers, and it will be correct and computable for every component on which \( h_i \) is defined. Therefore, \( h_i \) is a computable isomorphism from \( A \) to \( B_i \), and \( R_i \) is satisfied.

**Claim 4.** Each requirement \( S_j \) is satisfied along the true path.

*Proof of Claim 4.* Fix some \( j \geq 0 \) and let \( \sigma \) be the \( S_j \)-strategy on the true path.
If $\sigma \sim 0 \subset p$, then $\sigma$ has final outcome 0 and never passed step 2 of its strategy. So, by the argument stated earlier, $(\Phi_j, \bar{c}_j)$ is not a Scott family for $A$, and thus $S_j$ is satisfied.

If $\sigma \sim 1 \subset p$, then $\sigma$ has final outcome 1, and thus extends a Type 1 K-cycle into a Type 2 K-cycle at step 3a of its procedure. Since $\sigma$ is on the true path, it will only need to wait finitely many stages before extending its Type 0 K-cycle into a Type 1 K-cycle (as explained earlier). Thus, $\sigma$ will ultimately reach step 4 of its procedure and successfully diagonalize against $(\Phi_j, \bar{c}_j)$. Therefore, once again, $(\Phi_j, \bar{c}_j)$ is not a Scott family for $A$, and $S_j$ is satisfied.

\[ \square \]

### 3.3 An Application to the Collatz Conjecture

One interesting example of a particular (2,1):1 structure is given to us by an open problem in number theory, due to Lothar Collatz in the 1930’s. Suppose that, given a natural number, we divide it by 2 if it is even, and multiply it by 3 and add 1 if it is odd. This gives us a new natural number, on which we can repeat the same procedure. If we start with an arbitrary natural number and iterate this procedure enough times, what will be the outcome? The Collatz conjecture states that, given any natural number $n$, this iterative process on $n$ will always eventually lead to the number 1.

The Collatz conjecture, also known as the $3x+1$ conjecture, the Thwaites conjecture, the Syracuse problem, Kakutani’s problem, Ulam’s problem, and Hasse’s algorithm, has received a great deal of attention since its formulation, due to its deceptively simple statement. See the annotated bibliographies by Lagarias ([30], [31]),
as well as [32], for more details on the history of the problem and the research done on it. Despite considerable efforts by many mathematicians, the Collatz conjecture has been neither proven nor disproven. Conway [9] showed in 1972 that problems of this type can be formally undecidable, and in 2007 Kurtz and Simon [29] proved that a natural generalization of the Collatz problem is, in fact, undecidable. However, nothing to this effect has been proven for the original Collatz problem.

The goal of this section is not to directly address the truth or undecidability of the conjecture, but rather to establish a connection between our theory and the conjecture, as well as to highlight some related interesting open problems. We start by giving a formal definition of the Collatz function to capture the iterative process informally described above.

**Definition 3.3.1.** The Collatz structure is the structure $\mathcal{C} = (\mathbb{C}, f)$ where $\mathbb{C} = \mathbb{N} - \{0\}$ and $f : \mathbb{C} \to \mathbb{C}$ is defined as:

$$f(x) = \begin{cases} 
\frac{x}{2} & \text{if } x \text{ is even}, \\
\frac{3x+1}{2} & \text{if } x \text{ is odd}.
\end{cases}$$

Notice that in our formal definition, we take the additional step of immediately dividing $3x + 1$ by 2 when $x$ is odd. This is, of course, equivalent to our original description, since $3x + 1$ is even whenever $x$ is odd, and thus the next iteration of the rule would divide $3x + 1$ by 2.

We may now formally state the Collatz conjecture.

**Conjecture 3.3.2** (Collatz 1937). For all $x \in \mathbb{C}$, there exists an $n \in \mathbb{N}$ such that $f^n(x) = 1$.

A common approach used to study the Collatz problem is to look at the graph
of inverse iterates of 1 under the function \( f \). This is often referred to as the Collatz graph, and is pictured in the figure below. The Collatz conjecture then states that this graph contains all natural numbers.

**Figure 3.3:** The Collatz graph.

The graph above very closely resembles a 2-cycle in a \((2,1):1\) structure. Indeed, it is easy to see that the Collatz structure \( C \) is in fact a \((2,1):1\) structure. This is due to the fact that a number \( x \in C \) has exactly one pre-image under \( f \) (namely, \( 2x \)) if \( x \equiv 0 \pmod{3} \) or \( x \equiv 1 \pmod{3} \), and exactly two pre-images under \( f \) (namely, the **left branch** \( \frac{2x-1}{3} \) and the **right branch** \( 2x \)) if \( x \equiv 2 \pmod{3} \). Thus, the Collatz conjecture states that the 2-cycle containing 1 is the only connected component in the structure.

Not only is the Collatz structure \( C \) a \((2,1):1\) structure, but it is also a computable \((2,1):1\) structure with a computable branching function. The computability of \( C \) follows immediately from Definition 3.3.1, while computability of the branching function \( \beta_C \) follows from the aforementioned fact that \( \beta_C(x) = 2 \) if and only if \( x \equiv 2 \)
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(mod 3). Perhaps unsurprisingly, the branch isomorphism function of $C$ is also computable, but demonstrating this requires significantly more effort. To do so, we first need the following theorem.

**Theorem 3.3.3.** Let $C = (C, f)$ be the Collatz structure, and let $x_1, x_2 \in C$, with $x_1 \neq x_2$. For all $n \geq 1$, if $x_1 \not\equiv x_2 \pmod{3^n}$, and at least one of $x_1$ and $x_2$ is not a multiple of 3, then $\text{Tree}_C(x_1) \not\cong \text{Tree}_C(x_2)$.

*Proof.* Suppose that exactly one of $x_1$ and $x_2$ is not a multiple of 3, and assume without loss of generality that $x_1 \equiv 0 \pmod{3}$ and $x_2 \not\equiv 0 \pmod{3}$. Then $\text{Tree}_C(x_1)$ is a degenerate tree, since every predecessor of $x_1$ under $f$ would also be congruent to 0 (mod 3). However, because $x_2 \not\equiv 0 \pmod{3}$, $\text{Tree}_C(x_2)$ cannot be degenerate, as it must contain a predecessor that is congruent to 2 (mod 3), which would have two pre-images under $f$. So $\text{Tree}_C(x_1) \not\cong \text{Tree}_C(x_2)$.

Thus, for the remainder of the proof we shall assume that neither $x_1$ nor $x_2$ is a multiple of 3. We proceed by induction on $n$. For the sake of convenience during the inductive step, our base case will include the cases of both $n = 1$ and $n = 2$.

For $n = 1$, if $x_1 \not\equiv x_2 \pmod{3}$, then one of $x_1$ and $x_2$ is a hair and the other is a split hair, and so their Trees are automatically not isomorphic. To show the same result for $n = 2$, consider the following truncated Trees for elements that are congruent to 1, 2, 4, 5, 7, and 8 modulo 9.
Figure 3.4: Truncated Trees for residue classes modulo 9 (where \( k > 0 \)).

By inspection of the graphs above, it is evident that if \( x_1 \not\equiv x_2 \pmod{9} \), then \( \text{Tree}_C(x_1) \not\equiv \text{Tree}_C(x_2) \), proving the case for \( n = 2 \).

Now, assume that for some \( m \geq 2 \), if \( x_1 \not\equiv x_2 \pmod{3^m} \) then \( \text{Tree}_C(x_1) \not\equiv \text{Tree}_C(x_2) \). We wish to show that if \( x_1 \not\equiv x_2 \pmod{3^{m+1}} \) then \( \text{Tree}_C(x_1) \not\equiv \text{Tree}_C(x_2) \). So let’s suppose that \( x_1 \not\equiv x_2 \pmod{3^{m+1}} \). We may also assume that \( x_1 \equiv x_2 \pmod{3^m} \), since if they were not, we would immediately have \( \text{Tree}_C(x_1) \not\equiv \text{Tree}_C(x_2) \) by the inductive hypothesis. In particular, we can assume that \( x_1 \equiv x_2 \pmod{9} \), and proceed by investigating each of the six possible residue classes modulo 9.

First, suppose that \( x_1 \equiv x_2 \equiv 2 \pmod{9} \). Then we can write: \( x_1 = 3^{m+1}k_1 + a_1 \) and \( x_2 = 3^{m+1}k_2 + a_2 \), where \( a_1 \equiv a_2 \equiv 2 \pmod{9} \), \( a_1, a_2 < 3^{m+1} \), and \( a_1 \not\equiv a_2 \).
Now, the two pre-images of \( x_1 \) are \( 2 \cdot 3^m k_1 + \frac{2a_1 - 1}{3} \) and \( 2(3^{m+1} k_1 + a_1) \), while the two pre-images of \( x_2 \) are \( 2 \cdot 3^m k_2 + \frac{2a_2 - 1}{3} \) and \( 2(3^{m+1} k_2 + a_2) \). Observe that \( \frac{2a_1 - 1}{3} \neq \frac{2a_2 - 1}{3} \) (mod \( 3^m \)). (Otherwise, \( 2a_1 - 1 \equiv 2a_2 - 1 \) (mod \( 3^{m+1} \)), and so \( a_1 \equiv a_2 \) (mod \( 3^{m+1} \)). However, since both \( a_1 \) and \( a_2 \) are less than \( 3^{m+1} \), this would imply that \( a_1 = a_2 \), contradicting our assumption.) So, \( 2 \cdot 3^m k_1 + \frac{2a_1 - 1}{3} \neq 2 \cdot 3^m k_2 + \frac{2a_2 - 1}{3} \) (mod \( 3^m \)).

Also, since \( x_1 \equiv x_2 \equiv 2 \) (mod 9), we know that neither of the left branches of \( x_1 \) and \( x_2 \) is a multiple of 3. Thus, by inductive hypothesis, the left branches of \( x_1 \) and \( x_2 \) are not isomorphic to each other.

However, since we assumed that \( x_1 \equiv x_2 \) (mod \( 3^m \)), we have that \( 2(3^{m+1} k_1 + a_1) \equiv 2(3^{m+1} k_2 + a_2) \) (mod \( 3^m \)), i.e., the right branches of \( x_1 \) and \( x_2 \) are congruent modulo \( 3^m \). So any isomorphism between \( Tree_C(x_1) \) and \( Tree_C(x_2) \) must map the left branch of \( x_1 \) to the left branch of \( x_2 \), but also cannot map the left branch of \( x_1 \) to the left branch of \( x_2 \). Thus, there is no isomorphism from \( Tree_C(x_1) \) to \( Tree_C(x_2) \), and therefore \( Tree_C(x_1) \not\cong Tree_C(x_2) \). This proves the theorem for \( x_1 \equiv x_2 \equiv 2 \) (mod 9).

Next, suppose \( x_1 \equiv x_2 \equiv 5 \) (mod 9). Then again, we can write \( x_1 = 3^{m+1} k_1 + a_1 \) and \( x_2 = 3^{m+1} k_2 + a_2 \), where \( a_1 \equiv a_2 \equiv 5 \) (mod 9), \( a_1, a_2 < 3^{m+1} \), and \( a_1 \neq a_2 \). Since \( x_1 \equiv x_2 \equiv 5 \) (mod 9), the left branches of \( x_1 \) and \( x_2 \), which are \( 2 \cdot 3^m k_1 + \frac{2a_1 - 1}{3} \) and \( 2 \cdot 3^m k_2 + \frac{2a_2 - 1}{3} \) respectively, are both congruent to 0 (mod 3), while the right branches, which are \( 2(3^{m+1} k_1 + a_1) \) and \( 2(3^{m+1} k_2 + a_2) \) respectively, are both congruent to 1 (mod 3). Thus, any isomorphism from \( Tree_C(x_1) \) to \( Tree_C(x_2) \) must map \( 2(3^{m+1} k_1 + a_1) \) to \( 2(3^{m+1} k_2 + a_2) \), and consequently, must also map their unique pre-images, \( 4(3^{m+1} k_1 + a_1) \) and \( 4(3^{m+1} k_2 + a_2) \), to each other.

However, \( 4(3^{m+1} k_1 + a_1) \neq 4(3^{m+1} k_2 + a_2) \) (mod \( 3^{m+1} \)), otherwise \( a_1 \equiv a_2 \) (mod 3).
and then $a_1 = a_2$, contradicting our assumption. Also, both $4(3^{m+1}k_1 + a_1)$ and $4(3^{m+1}k_2 + a_2)$ are congruent to 2 (mod 9). Thus, by the previous case, the two numbers do not have isomorphic Trees. Therefore, $x_1$ and $x_2$ also do not have isomorphic Trees, proving the theorem for the case where $x_1 \equiv x_2 \equiv 5 \pmod{9}$.

Now, suppose $x_1 \equiv x_2 \equiv 8 \pmod{9}$. Then once again, we can write $x_1 = 3^{m+1}k_1 + a_1$ and $x_2 = 3^{m+1}k_2 + a_2$, where $a_1 \equiv a_2 \equiv 8 \pmod{9}$, $a_1, a_2 < 3^{m+1}$, and $a_1 \neq a_2$. Since $x_1 \equiv x_2 \equiv 8 \pmod{9}$, the left branches of $x_1$ and $x_2$ are split hairs while the right branches are hairs. Hence, any isomorphism from $Tree_C(x_1)$ to $Tree_C(x_2)$ must map the right branch of $x_1$ to that of $x_2$, and consequently must map the unique pre-images of the right branches, $4(3^{m+1}k_1 + a_1)$ and $4(3^{m+1}k_2 + a_2)$, to each other. However, both of these numbers are congruent to 5 (mod 9), and yet they are not congruent to each other (mod $3^{m+1}$), by the same argument as before. Thus, by the previous case, the two numbers do not have isomorphic Trees, and therefore, neither do $x_1$ and $x_2$. So the theorem is proved for $x_1 \equiv x_2 \equiv 8 \pmod{9}$.

Finally, suppose that $x_1 \equiv x_2 \equiv 1, 4, \text{ or } 7 \pmod{9}$, but $x_1 \neq x_2 \pmod{3^{m+1}}$. Then both $x_1$ and $x_2$ are hairs and thus their only pre-image is $2x_1$ and $2x_2$, respectively. Of course, any isomorphism from $Tree_C(x_1)$ to $Tree_C(x_2)$ must map $2x_1$ to $2x_2$. However, $2x_1 \equiv 2x_2 \equiv 2, 5, \text{ or } 8 \pmod{9}$ and $2x_1 \neq 2x_2 \pmod{3^{m+1}}$, otherwise $x_1 \equiv x_2 \pmod{3^{m+1}}$, a contradiction. Thus, due to the previous three cases, $Tree_C(2x_1) \neq Tree_C(2x_2)$, and therefore $Tree_C(x_1) \neq Tree_C(x_2)$.

Hence, the theorem is proved for all natural numbers $x_1$ and $x_2$. \hfill \square

The following corollary is an easy consequence of Theorem 3.3.3. It says that the only elements in $C$ with isomorphic trees are the multiples of 3.

**Corollary 3.3.4.** Let $C = (C, f)$ be the Collatz structure, and let $x_1, x_2 \in C$, with
If $x_1 \neq x_2$, then $\text{Tree}_C(x_1) \cong \text{Tree}_C(x_2)$ if and only if $x_1 \equiv x_2 \equiv 0 \pmod{3}$.

**Proof.** ($\leftarrow$) If $x_1 \equiv x_2 \equiv 0 \pmod{3}$, then the Trees stemming from $x_1$ and $x_2$ are necessarily degenerate trees, as every predecessor of $x_1$ and $x_2$ under $f$ would also be congruent to $0 \pmod{3}$. Thus, $\text{Tree}_C(x_1) \cong \text{Tree}_C(x_2)$.

($\rightarrow$) Suppose that at least one of $x_1$ and $x_2$ is not congruent to $0 \pmod{3}$. Choose $n \in \mathbb{N}$ such that both $x_1$ and $x_2$ are less than $3^n$. Then, since $x_1 \neq x_2$, $x_1 \not\equiv x_2 \pmod{3^n}$. Therefore, by Theorem 3.3.3, $\text{Tree}_C(x_1) \not\cong \text{Tree}_C(x_2)$. \qed

We can now show that the branch isomorphism function of the Collatz structure is computable, in a trivial way.

**Corollary 3.3.5.** Let $C = (C, f)$ be the Collatz structure. Then $\text{iso}_C$ is computable. In fact, $\text{iso}_C(x) = 0$ for all $x \in \Lambda_C$.

**Proof.** Let $x \in \Lambda_C$, with distinct pre-images $x_1$ and $x_2$. Since $x \equiv 2 \pmod{3}$, at least one of $x_1$ and $x_2$ is not congruent to $0 \pmod{3}$. Thus, by Corollary 3.3.4, $\text{Tree}_C(x_1) \not\cong \text{Tree}_C(x_2)$, and therefore, $\text{iso}_C(x) = 0$. \qed

Having established the computability of the branching and branch isomorphism functions of the Collatz structure, we can draw a connection between the computable categoricity of $C$ and the truth of the Collatz conjecture, as the following corollary demonstrates.

**Corollary 3.3.6.** Let $C = (C, f)$ be the Collatz structure. If the Collatz conjecture holds, then $C$ is computably categorical. Equivalently, if $C$ is not computably categorical, then the Collatz conjecture is false.

**Proof.** By Corollary 3.3.5, we have that both $\beta_C$ and $\text{iso}_C$ are computable. Furthermore, if the Collatz conjecture is true, then $C$ consists of only one K-cycle, namely
the 2-cycle that contains the number 1, and no \( Z \)-chains. Therefore, by Theorem 3.1.2, \( C \) is computably categorical.

Given the categoricity results from Section 3.1, a natural question to ask about the Collatz structure is the following: given the existence of two K-cycles in \( C \), is it possible for one K-cycle to properly embed (or properly \( N^+ \)-embed) into the other? Due to Corollary 3.3.4, we know that if \( x_1 \) and \( x_2 \) are distinct elements in \( C \) and \( Tree_C(x_1) \) is not degenerate, then there is no embedding from \( Tree_C(x_1) \) into \( Tree_C(x_2) \) that maps \( x_1 \) to \( x_2 \). It is not hard to see that any nontrivial K-cycle in \( C \) must contain at least one cyclic element whose exclusive Tree is not degenerate. Thus, we can conclude that it is not possible for any K-cycle in the Collatz structure to properly embed into any other K-cycle. So although the full Collatz graph may not be computably categorical, we cannot use Theorem 3.1.7 to prove this.

Also, the converse of Corollary 3.3.6 is not necessarily true. It is possible for the Collatz conjecture to fail, but for the structure itself to still be computably categorical. For example, if there are only finitely many non-trivial cycles in the Collatz structure, Theorem 3.1.2 would still guarantee that \( C \) is computably categorical, even though the conjecture would be false.

Unfortunately, very few results on the possible counterexamples to the Collatz conjecture are known. Due to an ongoing computation by Oliveira e Silva [46], the conjecture has been verified for all natural numbers less than \( n = 19 \cdot 2^{58} \), giving a lower bound for the set of counterexamples to the conjecture. Also, Lagarias [32] proved that there are no nontrivial K-cycles for \( K < 275,000 \). However, it is not known whether there can be infinitely many K-cycles for a given size \( K \), whether there can be infinitely many \( Z \)-chains, or whether \( Z \)-chains can exist in the Collatz
structure at all. These open problems have given rise to weaker versions of the Collatz conjecture, which are still being investigated.
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