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ABSTRACT
An overview of the current state of the art in unstructured mesh techniques for computational fluid dynamics is given. The topics of mesh generation and adaptation, spatial discretization, and solution techniques for steady flows are covered. Remaining difficulties in these areas are highlighted, and directions for future work are outlined.

1. INTRODUCTION

The field of computational fluid dynamics has been evolving rapidly over the past several decades. Aerospace applications, particularly in the field of aerodynamics, have provided the major impetus for the advances in computational fluid dynamics technology. Great strides in available computational power, coupled with rapid advances in algorithmic efficiency, have enabled computational fluid dynamics to substantially reduce the amount of wind-tunnel time required for airframe and propulsion system design.

At the same time, computational methods are continuously being required to deliver more accurate solutions for more complex realistic configurations at lower computational cost. Traditionally, structured or block-structured methods that rely on regular arrays of quadrilateral or hexahedral cells in two or three dimensions, respectively, have been employed to discretize the computational domain. Unstructured grid methods originally emerged as a viable alternative to the structured or block-structured grid techniques for discretizing complex geometries. These methods make use either of collections of simplicial elements (triangles in two dimensions, tetrahedra in three dimensions) or
of elements of mixed type with irregular connectivity. This not only provides greater flexibility for discretizing complex domains but also enables straightforward implementation of adaptive meshing techniques where mesh points may be added, deleted, or moved about, while mesh connectivity is updated locally, in order to enhance solution accuracy.

The advent of powerful desktop computers has greatly expanded the applicability of computational fluid dynamics outside the realm of pure research and aeronautics applications, into all areas of fluid mechanics, as well as into multidisciplinary fields. The generality of unstructured grid methods and their ability to enhance solution accuracy through adaptive procedures have proved to be such a great advantage for these diverse applications that many if not most commercial computational fluid dynamics codes currently rely on the use of unstructured meshes.

Despite their recent success, unstructured mesh techniques still incur substantially more overhead than structured grid methods, a fact that has limited their use particularly for large three-dimensional viscous flow cases. The development of efficient and robust unstructured mesh algorithms for grid generation and flow solution represents a considerable ongoing challenge. This paper provides an overview of the current state-of-the-art of such techniques; it points out the advantages and deficiencies of various approaches as well as promising avenues for future improvements.

In section 2 an overview of the most common grid generation and adaptivity techniques is given. Section 3 describes the various approaches to spatial discretization for the Euler and Navier-Stokes equations, and section 4 describes techniques for integrating the discretized equations to steady-state. Owing to space limitations, the additional but equally important topics of unsteady solution techniques and parallel implementations are not covered. Survey papers on these items can be found in the literature (see Special course 1992; Venkatakrishnan 1995 for example).

2. MESH GENERATION

The initial phase of any numerical simulation begins with the generation of a suitable mesh. The basic premise is that, owing to the random way elements may be assembled to fill computational space, unstructured mesh generation techniques are inherently more automatic and amenable to complex geometries than traditional structured or block-structured grids. Therefore, the problem of unstructured mesh generation is largely one of designing algorithms that are automatic, robust, and yield suitable element shapes and distributions for the flow solver.
In the following section, we examine the most prevalent techniques for generating unstructured meshes: the advancing-front method, and Delaunay-based approaches. While the advancing-front method is somewhat heuristic in nature, Delaunay-based methods are firmly rooted in computational geometry principles. In practice, both methods have resulted in successful three-dimensional grid generation tools for arbitrary geometries. All of these techniques have also demonstrated robustness problems and grid quality issues that have led to the development of hybrid methods, which attempt to capitalize on the strengths of the various methods.

2.1 Advancing-Front Techniques

In the advancing-front technique (Lo 1985, Peraire et al 1987, Gumbert et al 1989) an unstructured mesh is generated by adding individual elements one at a time to an existing front of generated elements. Generation of a two-dimensional grid begins with a discretization of the geometry boundaries as a set of edges. These edges form the initial front that is to be advanced out into the field. A particular edge of this front is selected, and a new triangle is formed with this edge as its base by joining the two ends of the current edge either to a newly created point or to an existing point on the front. The current edge is then removed from the front, since it is now obscured by the new triangle. Similarly, the remaining two edges of the new triangle are either assigned to the front or removed from the front, depending on their visibility, as shown in Figure 1.

The front thus constitutes a stack (or priority queue), and edges are continuously added to or removed from the stack. The process terminates when

Figure 1 Generation of a new triangle using new point (a), or existing front point (b), in the advancing-front method. Dashed line edges denote current front.
the stack is empty, i.e. when all fronts have merged upon each other and the domain is entirely covered. One of the critical features of such methods is the placement of new points. Upon generating a new triangle, a new point is first placed at a position that is determined to result in a triangle of optimal size and shape. The parameters that define this optimum triangle as a function of field position are obtained by a prescribed field function. (This field function is often user defined and is evaluated by interpolating from values stored on a coarse background grid.) The triangle generated with this new point may result in a cross-over with other front edges, and may therefore be rejected. This is determined by computing possible intersections with “nearby” front edges. Alternately, an existing point on the front may coincidentally be located very close to the new point, and thus should be employed as the forming point for the new triangle, to avoid the appearance of a triangle with a very small edge at some later stage. Existing candidate points are thus also searched by locating all “nearby” front points.

For three-dimensional grid generation, a surface grid is first constructed by generating a two-dimensional triangular mesh on the surface boundaries of the domain. This triangular mesh forms the initial front, which is then advanced into the flow-field by placing new points ahead of the front and forming tetrahedral elements. The required intersection checking now involves triangular front faces rather than edges as in the two-dimensional case.

Advancing-front methods generally result in smooth high-quality triangulations in most regions of the flow-field. However, difficulties may be encountered in regions where the fronts must be merged. The algorithm is somewhat heuristic in nature, and the need to perform intersection checking operations on the moving front requires the use of dynamic quad/octree data structures for efficient implementations.

2.2 Delaunay Triangulation Methods

Given a set of points in the plane, there exist many possible triangulations of these points. A Delaunay construction represents a unique triangulation of these points that exhibits a large class of well-defined properties (Preparata & Shamos 1985). The empty circumcircle property forms the basis of the Bowyer-Watson algorithm (Bowyer 1981, Watson 1981). This property states that no triangle in a Delaunay triangulation can contain a point other than its three forming vertices within its circumcircle. Thus, given an initial triangulation, a new point may be inserted into the triangulation by first locating and deleting all existing triangles whose circumcircles contain the newly inserted point. A new triangulation is then formed by joining the new point to all boundary vertices of the cavity created by the previous removal of intersected triangles, as shown in Figure 2.

Point-insertion algorithms can be employed as the basis for a mesh generation
strategy where the mesh points have been predetermined. The mesh points are put in a list and an initial triangulation is artificially constructed (with auxiliary points) that completely covers the domain to be gridded. The mesh points in the list are then inserted sequentially into the existing triangulation using the Bowyer-Watson algorithm. The final mesh is obtained when all points from the list have been inserted. The mesh point distribution can in principle be random, but most often it is either pregenerated using Cartesian mesh stencils (Baker 1987) or multiple overlapping structured meshes (Weatherill 1985; Mavriplis 1990a, 1991b) or may be generated on the fly using automatic point placement strategies.

A simple automatic point placement technique has been proposed in Holmes & Snyder (1988). Starting with an initial coarse triangulation that covers the entire domain, a priority queue is constructed based on some parameter of the individual triangles (circumradius, for example). A field value is assumed to exist that determines the local maximum permissible value for the circumradius of the triangles (or any other parameter). The first triangle in the queue is examined, and a point is added at its circumcenter if the triangle circumradius is larger than the locally prescribed maximum. This new point is inserted into the triangulation using Bowyer-Watson’s algorithm, and the newly formed triangles are inserted into the queue if their circumcircles are too large; otherwise they are labeled as acceptable and do not appear in the queue. The final grid is obtained when the priority queue empties out.

Delaunay triangulation techniques based on point insertion extend naturally to three dimensions by considering the circumsphere associated with a tetrahedron. These methods are more efficient than advancing-front techniques owing to the simplicity of the algorithm. However, they are only valid on convex domains. Therefore, Delaunay triangulation methods typically employ an artificially constructed convex domain (such as a quadrilateral in two dimensions or
Figure 3 Illustration of non-boundary-conforming triangulation for a simple airfoil geometry.

a cube in three dimensions) that covers the entire flow-field. The triangulation is initially performed in this domain, and the triangles or tetrahedra that lie in the flow-field are then extracted from the original convex domain to form the computational mesh. The main disadvantages of Delaunay triangulation techniques relate to their inability to guarantee boundary integrity. In two dimensions, the set of edges that define the domain boundaries must form a subset of the edges of the original convex domain triangulation. If this is not the case, edges of the triangulation exist that penetrate the boundary, as shown in Figure 3.

In three dimensions, the equivalent problem is that of constructing a tetrahedralization of the domain that contains, as a subset of its faces, a given surface boundary triangulation. The use of local transformations as described in the following section (edge and face-edge swapping, in two and three dimensions, respectively), has been developed for locally modifying Delaunay meshes to conform to specified boundary discretizations (George et al 1991, Weatherill et al 1993).

In two dimensions, the existence of constrained Delaunay triangulations (Chew 1989) guarantees the possibility of constructing triangulations that contain a prescribed subset of edges and thus respect a given boundary discretization. In three dimensions, the recovery of prescribed boundary triangulations may not always be achievable through swapping techniques. A somewhat less restrictive problem is that of constructing a tetrahedralization of the boundary and interior points for which no edges or faces intersect the boundary surfaces. One way of achieving this is by modifying the boundary point resolution (by judiciously adding surface points) in regions where breakthroughs occur (Baker 1991).

2.3 Edge and Face Swapping Techniques
The Delaunay triangulation represents but one of many possible triangulations of a given point set. An algorithm for transforming one triangulation to another
Two possible configurations for the diagonal of a convex pair of triangles in the edge-swapping algorithm, and for two tetrahedra in the three-dimensional face-edge swapping algorithm.

The algorithm chooses the diagonal configuration that optimizes some given criterion. The algorithm terminates when no further optimizations are possible. The edge-swapping algorithm can be used to transform an arbitrary triangulation into a Delaunay triangulation. In this case, the edge-swapping criterion to be used is the edge configuration that maximizes the minimum angle within the two neighboring triangles. (Delaunay triangulations are also known as max-min triangulations: They maximize the smallest angles in the triangulation.)

Edge-swapping can be used to construct triangulations other than the Delaunay triangulation, such as the minimum maximum angle (min-max) triangulation, or the minimum total edge length triangulation (Preparata & Shamos 1985, Barth 1991a). However, the edge-swapping procedure is not guaranteed to result in the global optimum triangulation for these cases: The algorithm may terminate within local optima. A more sophisticated and complex algorithm, \( O(N^2 \log N) \), known as the edge-insertion algorithm (Edelsbrunner et al 1992), has been developed for transforming a given triangulation into the global optimum min-max triangulation.

In three dimensions, analogous local transformations can be achieved through face- and edge-swapping. By considering pairs of neighboring tetrahedra, the
common triangular face may be removed and the edge joining the two opposing end points of the tetrahedra can be drawn, as shown in Figure 4. Note that the original configuration that contained two tetrahedra is transformed into a configuration containing three tetrahedra. Joe (1989) has shown that, when a new point is introduced into an existing Delaunay tetrahedralization and connected in an arbitrary manner, the global Delaunay tetrahedralization of the new point set can be recovered through a sequence of face-edge swappings. However, the more general case of transforming an arbitrary tetrahedral mesh into the Delaunay tetrahedral mesh through face-edge swapping often terminates prematurely in a local optimum.

Face-edge swapping procedures are nevertheless useful in improving the quality of three-dimensional meshes. In fact, Delaunay tetrahedralizations are not necessarily the best constructions for three-dimensional meshes, since sliver tetrahedra may easily be formed when four approximately co-circular points are encountered. Therefore, face-edge swapping techniques based on the min-max property are often employed to avoid or repair such ill-shaped elements, even though the global min-max optimum for the entire grid is most often unattainable.

2.4 Other Triangulation Methods

Quad/octree-based methods (Yerry & Shephard 1984) perform mesh generation through a recursive subdivision of space down to a prescribed (spatially varying) resolution. The vertices of the resulting quad or octree structure are used as mesh points, and the tree quads or octants are divided up into triangular or tetrahedral elements, in two or three dimensions, respectively. At boundaries, the quad/octree cells intersect the boundary surfaces, and the vertices must be displaced or warped to coincide with the boundary. The method is relatively simple, inexpensive, and produces good quality meshes in interior regions of the domain. The technique’s main drawback is an irregular cell distribution near boundaries.

Various techniques have been developed that combine the advantages of both advancing-front methods with the theoretical rigor of Delaunay triangulations. Rebay (1993) and Mueller & Roe (1992) have developed similar algorithms, where the triangulation method is based on Bowyer-Watson’s Delaunay triangulation algorithm, but the point-insertion process is designed to mimic that achieved by the advancing-front method. A background field function that determines the desired distribution of element sizes is defined. A constrained Delaunay triangulation covering the entire domain and conforming to the boundaries is initially constructed. Mesh vertices are then inserted along the boundary edges, at locations determined by the field function. This procedure results in near-boundary elements that conform to the element size distributions specified
by the background function. The boundary between these accepted elements and other elements much larger than the required field function values constitutes the front, and new mesh points are continuously added ahead of this front.

Figure 5 illustrates this process, where the front is clearly visible and is advanced based on the minimum edge length in the front. The result is the very smooth point distribution and high-quality mesh usually associated with advancing-front techniques, coupled with the efficiency of the Delaunay point-insertion algorithm, although the boundary integrity difficulties of the latter method are inherited.

Marcum and Weatherill (1994) have developed a three-dimensional advancing-front point-insertion algorithm that makes use of face-edge swapping. An initial boundary-conforming mesh is constructed, and new points are inserted as described above. However, the Bowyer-Watson algorithm is not employed; instead, the newly inserted vertex is simply connected to the four corners of the existing element that contains it. A face-edge swapping operation is then employed to improve the connectivity pattern of the elements in the vicinity of the new vertex. One of the advantages of this approach is that the swapping algorithm can be based on criteria other than the Delaunay triangulation. In fact, the min-max criterion is most often employed in the reconnection strategy
because it avoids sliver tetrahedra. However, a straightforward application of the min-max criterion quickly gets caught in local optima and yields poor-quality meshes. A key feature that enables a closer approximation of the global optimum and yields higher-quality meshes is the use of an intermediate Delaunay-based swapping criterion. In this approach, each time a new point is inserted into the mesh, the surrounding faces and edges are first swapped according to the Delaunay triangulation criterion and then reswapped according to the min-max criterion. The use of this intermediate construction serves to broaden the range of influence of the new point, providing a more global effect and avoiding the immediate local optima that typically plague the straight application of the min-max criterion.

2.5 Stretched Mesh Generation

The drive towards full Navier-Stokes solvers has necessitated the development of stretched grid generation techniques in order to resolve the thin boundary-layers, wakes, and other viscous regions characteristic of high-Reynolds-number viscous flows. Proper boundary-layer resolution usually requires mesh spacing several orders of magnitude smaller in the direction normal to the boundaries than in the streamwise direction, resulting in large cell aspect-ratios in these regions.

In Babushka & Aziz (1976) it is shown how the accuracy of a two-dimensional finite-element approximation on triangular elements degrades as the maximum angle of the element increases. Therefore, stretched obtuse triangles that contain one large angle and two small angles are to be avoided, while stretched right-angle triangles, with one small and two nearly right angles, are preferred. Delaunay triangulations, which maximize the minimum angles of any triangulation, tend to produce equiangular triangulations and are thus ill suited for the construction of highly stretched triangular elements. One of the earliest approaches for generating highly stretched triangulations for viscous flows makes use of a Delaunay triangulation performed in a locally mapped space (Mavriplis 1990b, 1991b; Vallet et al 1991; Castro-Diaz et al 1995). By defining a mapped space based on the desired amount and direction of stretching, an isotropic Delaunay triangulation can be generated in this mapped space that, when mapped back to physical space, provides the desired stretched triangulation. Difficulties with such methods involve defining the stretching transformations and determining suitable point distributions for avoiding obtuse triangular elements.

The fact that obtuse triangles should be avoided has led to the development of methods based on minimum-maximum angle triangulations in both two and three dimensions (Barth 1991a, Marcum 1995). These can be implemented either as a transformation from a Delaunay or other triangulation to a more optimal min-max triangulation or by generating the min-max connectivity on the fly,
as points are inserted, using local reconnection techniques. Although the same reconnection strategy can be employed in stretched and unstretched regions of the flow-field, different point placement strategies must be employed in these regions, in order to obtain the required anisotropic mesh-point resolution in the stretched regions, and to avoid the formation of obtuse triangular elements, which cannot be eliminated by reconnection strategies alone. Point-placement strategies for the highly stretched regions most often mimic structured hyperbolic mesh generation techniques, where the points are placed along normal lines emanating from each boundary vertex at intervals determined by the specified degree of mesh stretching. One of the drawbacks of min-max triangulation approaches is that the resulting connectivity may be very sensitive to the distribution of vertices, with very small differences in mesh-point distributions leading to substantially different connectivities.

An alternative to the above approaches is to generate a locally structured or semistructured mesh in the regions where high stretching is required. One approach (Nakahashi 1987, Ward & Kallinderis 1993) attempts to preserve the mesh structure in the direction normal to the boundary up to a specified distance away from the boundary, after which fully unstructured isotropic meshing techniques are employed. Special care must be taken in this case to avoid mesh cross-overs in regions of concave curvature and to ensure a smooth transition between the structured and unstructured region of the mesh. Another strategy (Löhrer 1993; Pirzadeh 1994a,b; Connell & Braaten 1995) consists of generating a semistructured mesh, where the “stack” of mesh cells emanating from each individual boundary face may terminate independently from those at other boundary faces, as shown in Figure 6. Termination of these “advancing-layers” (Pirzadeh 1994a) is triggered when the local cell aspect-ratio approaches unity, or when cross-over with other cells is detected, such as in concave corners. The remaining region is then gridded with a conventional isotropic unstructured mesh generation approach. The resulting structured or semistructured meshes can either be conserved as local structured entities of quadrilaterals in two dimensions and prisms in three dimensions (since the surface grid is generally assumed to be triangular), or the different element types may be divided into triangles or tetrahedra in two or three dimensions, respectively.

2.6 Mixed-Element Meshes

Delaunay constructions and face-edge swapping procedures are only relevant for simplicial meshes (triangles in two dimensions, tetrahedra in three dimensions). While simplicial elements provide the most flexibility in discretizing complex geometries, the use of other types of elements may be beneficial. The most common alternate element types are quadrilaterals in two dimensions, and prisms, pyramids, and hexahedra in three dimensions.
Figure 6  Illustration of the advancing-layers method for three-dimensional unstructured mesh generation about segmented wing geometry. [Reproduced from Pirzadeh 1994b with permission.]
One of the advantages of nonsimplicial meshes is their lower connectivity. For example, while tetrahedral meshes contain approximately six times as many cells as vertices, and seven times as many edges as vertices, hexahedral meshes contain the same number of cells as vertices, and only three times the number of edges, while prismatic meshes contain twice as many cells and four times as many edges (asymptotically, neglecting boundary effects). Since the cost of a vertex-based discretization is directly proportional to the number of edges in the mesh, a substantial efficiency gain can be realized by operating on nonsimplicial meshes for a given number of unknowns or grid points. Furthermore, while regular arrays of hexahedra or prisms can be employed to discretize three-dimensional space, it is impossible to pack space with arrays of self-similar tetrahedra. Therefore, regular arrays of nonsimplicial elements may also enhance accuracy, owing to a local cancellation of truncation errors that may not occur on groups of nonsimilar tetrahedra. On the other hand, much of the accuracy argument is either qualitative or speculative, and a controlled quantitative study has yet to be performed. For highly stretched two-dimensional grids, Aftosmis et al (1994) observed similar accuracy on equivalent grids of quadrilaterals and triangles in boundary layer regions and advocate the use of quadrilateral elements owing to their lower connectivity.

Hybrid or mixed-element meshes may be constructed in a variety of manners. For example, advancing-front techniques may be modified to generate quadrilateral or hexahedral elements (Blacker & Stephenson 1991, Zhu et al 1991), although simplicial elements are often required to mend the mesh in regions of geometric complexity. In regions of high mesh stretching, hexahedral or prismatic meshes are in some sense natural (Nakahasi 1987, Ward & Kallinderis 1993, Connell & Braaten 1995), depending on whether the surface discretization contains triangular or quadrilateral elements, because the definition of a stretching direction implies a certain degree of structure in the mesh, which can be exploited using locally structured or semistructured mesh generation techniques.

Another approach is to attempt to reduce the complexity of an existing mesh by combining simplicial elements together to form more complex elements with lower connectivity (Merriam 1991, Tembular & Hanks 1992, Mavriplis & Venkatakrishnan 1995b). Mesh merging techniques of this sort are most often based on detecting groups of triangular or tetrahedral elements whose forming vertices are nearly co-circular and which constitute a well-shaped quadrilateral or prismatic element when merged. While merging algorithms have been relatively successful in two dimensions, robust three-dimensional merging criteria have yet to be demonstrated. A major advantage of the mesh-merging approach is that the hybrid representation of the mesh remains internal to the flow solver, which greatly simplifies other operations such as mesh adaptation and visualization, which may operate on a fully simplicial representation of the mesh.
2.7 Adaptive Meshing

Aside from the treatment of complex geometries, the second main advantage of unstructured meshes is the ease with which solution-adaptive meshing may be implemented. Since no inherent structure is assumed in the representation of the mesh, mesh points may be added, deleted, or displaced, and the mesh connectivity may be locally reconfigured in the affected regions. The goal of mesh adaptation is the determination of the optimum mesh-point distribution that results in equipartition of the error for each individual simulation.

The character of the problem to be solved dictates the requirements of the mesh adaptation strategy. For example, steady-state problems usually involve a small number of adaptation phases as part of a lengthy solution process. Therefore, relatively sophisticated adaptation strategies can be employed, such as, in the extreme case, complete mesh regeneration. Mesh refinement procedures are most important here, while de-refinement has only a minor effect and can often be omitted for steady-state cases. For transient problems, mesh adaptation must be performed every several time steps, and thus efficiency is much more important than optimality. Mesh refinement and de-refinement are both essential for transient cases, as well as mesh movement for cases with moving boundaries. Furthermore, the accuracy of interpolation from the original mesh to the refined mesh affects the solution accuracy (unlike the steady-state case), and thus accurate transfer schemes are required.

Delaunay-based mesh generation techniques can easily be extended to incorporate adaptive refinement capabilities (Mavriplis 1990a, 1995b; Weatherill et al 1993; Barth 1992). Once a solution has been obtained on an initial mesh, new points can be added in regions where high errors are detected. These new points can be triangulated into the mesh using the Bowyer-Watson point-insertion algorithm. Alternatively, if a non-Delaunay mesh is employed, new points may be inserted through element subdivision, and the connectivity of the resulting mesh may be optimized through several face-edge swapping passes based on any appropriate criterion.

Rule-based hierarchical element subdivision is a very effective adaptive technique, particularly for unsteady flows, where efficiency and accuracy of interpolation between successive grids are important considerations (Stoufflet et al 1987, Löhner & Baum 1992, Rausch et al 1992, Braaten & Connell 1996). The essential approach consists in recursively subdividing mesh elements where large solution errors are detected, but conforming to a set of well-defined subdivision rules, which are necessary to prevent the formation of degenerate element shapes and connectivities. Storing the hierarchy of the recursive process enables de-refinement to be implemented by simply retracing the subdivision history. Hierarchical subdivision is also applicable to nonsimplicial hybrid meshes by constructing a library of subdivision rules for each element type.
Mesh movement or r-refinement has applications in both steady and unsteady flows. For example, r-refinement may be useful for optimizing the normal resolution of the mesh in a developing boundary layer or for clustering points around shock waves (Palmerio 1994, Castro-Diaz et al 1995). For transient problems with moving boundaries, r-refinement is indispensable. Difficulties center around conserving a minimum degree of grid quality under severe deformations. In areas where grid deformation becomes unacceptable, local reconnection through swapping techniques can easily be performed, but only for simplicial meshes (Kennon et al, Baum et al 1994, Venkatakrishnan & Mavriplis 1995b). In practice, combinations of h- and r-refinement are often employed (Baum et al 1994, Castro-Diaz et al 1995) for such cases.

Central to the implementation of any solution-adaptive scheme is the ability to detect and assess solution error. The construction of a suitable refinement criterion represents the weakest point of most adaptive strategies. The main problem is that an exact characterization of the error requires a knowledge of the solution itself, which is obviously impractical. Most error estimates are based on the assumption that the solution is smooth and asymptotically close to the exact solution. This is often not the case for fluid dynamics problems, which are governed by nonlinear hyperbolic partial-differential equations. Solutions may contain discontinuities, and downstream flow features often depend on adequate resolution of upstream flow features. Most refinement criteria are heuristically based on (undivided) gradients and/or second differences of the various flow variables. Conservative criteria (i.e. over-refining) are often employed to compensate for the inability to accurately characterize the true solution error. Because adaptive meshing results in different mesh topologies for each simulation, even when the geometry of the problem is unchanged, parametric studies (typically used in design processes) are complicated by the requirement to distinguish between grid-induced and physical solution variations. Nevertheless, for problems with disparate length scales, adaptive meshing is often indispensable for resolving small flow features, and their full potential awaits the development of more well-founded adaptive criteria.

3. SPATIAL DISCRETIZATION

The previous section describes techniques for generating suitable meshes about arbitrary geometric configurations. Once such a mesh has been generated, it serves as the basis for the spatial discretization of the governing fluid dynamic equations. Unstructured mesh discretization techniques can generally be classified as finite-volume or finite-element strategies, depending on whether a discrete integral or variational viewpoint is adopted, although many common discretizations may be simultaneously interpreted from both viewpoints.
For finite-volume formulations, a distinction between vertex-based and cell-centered schemes can be made. In a vertex-based scheme, the flow variables are stored at the vertices of the mesh. The discrete equations usually involve stencils that are defined by the nearest or next-to-nearest neighbors of each mesh point. In a cell-centered scheme, the flow variables are stored at the centers of the cells or elements of the mesh. The stencils of the discrete equations usually involve the nearest or next-to-nearest neighboring cells. The equivalence between vertex-based and cell-centered schemes can be demonstrated with the concept of a dual mesh. If a dual mesh point is created at each cell center and dual mesh edges are drawn by joining neighboring cell centers, the cell-centered scheme can be seen to be equivalent to a vertex-based scheme operating on the dual mesh.

Figure 7 illustrates the dual mesh for a mixed quadrilateral and triangular mesh in two dimensions. For a purely quadrilateral or hexahedral mesh, the dual mesh also contains quadrilateral or hexahedral elements, and the number of vertices and edges in the original and dual meshes is identical. For triangular or tetrahedral meshes, the number of dual mesh vertices is larger than the number of original mesh vertices. This is due to the fact that a triangular mesh contains twice as many triangles as vertices (neglecting boundary effects), and
a tetrahedral mesh five to six times more elements than vertices. On the dual mesh, the degree of a vertex (number of incoming edges) is fixed and equal to three for triangular elements, or four for tetrahedral elements, whereas on the original mesh, the degree of each vertex is variable. Similar relationships hold for other elements such as prisms and pyramids.

Thus, cell-centered and vertex-based schemes operating on the same grid result in vastly different discretizations when nonquadrilateral or nonhexahedral elements are present. In particular, a cell-centered scheme can be expected to result in a much larger number of unknowns while generating relatively simple stencils of fixed size. The vertex-based scheme, on the other hand, will result in a smaller number of unknowns with larger variable-size stencils. Because of the larger number of unknowns, cell-centered schemes generally incur larger overheads than vertex-based schemes on equivalent grids. However, there is evidence to suggest that they also provide more accurate solutions on equivalent grids. The question of whether the additional overheads are offset by the increase in accuracy is still an open one, especially since vertex-based schemes operate on more complex stencils (more fluxes per unknown) than cell-centered schemes.

3.1 Central Differencing and Riemann-Based Upwind Methods

A simple finite-volume discretization can be obtained by defining a control volume about each unknown (mesh-element for cell-centered schemes, dual-mesh cell for vertex-based schemes) and integrating the fluxes over the boundary of the control volume using a simple midpoint integration rule, where the value of the flux at each control volume face, as shown by the arrows in Figure 7, is computed by averaging the flow variables in the two control volumes on either side of the face. For vertex-based schemes on simplicial meshes, this particular scheme can also be derived using Galerkin finite elements, where the fluxes are assumed to vary linearly over the triangular or tetrahedral elements of the mesh (Jameson et al 1986, Rostand & Stoufflet 1988, Barth 1991a). Such a scheme corresponds to a central difference discretization on structured meshes and requires the addition of artificial diffusive terms to ensure stability. By analogy with the blended second and fourth differences employed on structured meshes (Jameson et al 1981), artificial dissipation is constructed as a combination of an undivided Laplacian and biharmonic operator. First-order shock-capturing diffusive terms are provided by the Laplacian operator, which is turned off away from shocks in regions of smooth flow where the biharmonic dissipation ensures stability with second-order accuracy. This approach has been used extensively to compute inviscid and viscous two- and three-dimensional flows (Jameson et al 1986; Mavriplis 1987, 1992; Smith 1990; Mavriplis & Venkatakrishnan...
The discretization is simple to implement and relatively inexpensive to evaluate. However, the construction of the dissipative terms is nonoptimal in that it does not differentiate between the various wave components of the governing fluid dynamic equations.

Upwind schemes attempt to remedy this deficiency by applying the appropriate amount of dissipation to each wave component. This is achieved by diagonalizing the system of governing equations, using a local one-dimensional approximation normal to each control-volume interface, and constructing the dissipation terms in the diagonalized or “split” form of the equations. In practice, this is done by solving a Riemann problem at the interfaces between neighboring control volumes. For first-order schemes, the flow variables are assumed to be piecewise constant over the control volumes. The values on either side of the interface, often referred to as “left” and “right” values (denoted by $L$ and $R$ in Figures 7 and 8), are then simply taken as the values in the neighboring control volumes. For second-order approximations, the flow variables are assumed to vary linearly over the control volumes, and interface values must be extrapolated from centroidal values to the control-volume interfaces using estimated gradient information. Higher-order methods may similarly be
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**Figure 8** Illustration of neighboring triangles employed to compute gradients in direction of edge $ij$ for schemes in Desideri & Dervieux 1988 and Jameson 1994. $L$ and $R$ refer to the left and right states about the control-volume interface associated with edge $ij$ for the scheme of Desideri & Dervieux (1988).
formed by reconstructing approximations to higher-order derivatives in the solution variables, which are then used to extrapolate more accurate values to either side of the interface. The resulting interface values are discontinuous, although in the absence of shock waves the magnitude of the jumps decreases with increasing order of accuracy of the scheme. A Riemann solver is then required to calculate a flux at the interface given the discontinuous left and right states. Approximate Riemann solvers are typically employed, the most common being those of Osher (1984) and Roe (1981). In order to prevent oscillations near discontinuities such as shocks, the extrapolated interface values must be limited, such that the creation of new extrema is never permitted.

Some of the earliest applications of upwind schemes to unstructured meshes were reported by Desideri & Dervieux (1988). They developed a vertex-based scheme that estimates gradients along an edge from the projection of gradients from neighboring triangles, as depicted in Figure 8, and employs an Osher Riemann solver. Limiting was applied along cell interfaces in a quasi-one-dimensional manner. Barth & Jespersen (1989) proposed a second-order scheme, using a Roe Riemann solver, where both reconstruction and limiting are done in a truly multidimensional fashion. Interface values are extrapolated from the control-volume centroids by computing a gradient at each control volume using a Green-Gauss integration around the control volume boundary. These gradients are then limited to avoid the formation of new extrema, based on neighboring values. The method was later extended to include a least-squares technique for estimating gradients (Barth 1991a), which was shown to produce better approximations on distorted meshes. Extensions using high-order reconstructions have also been developed (Barth 1991b). A cell-centered upwind scheme for three-dimensional tetrahedral meshes has been developed by Frink (1992) which achieves linear reconstruction by computing cell-based gradients using vertex values obtained by a weighted average of surrounding cell-based quantities. One of the drawbacks of upwind schemes is the required use of a nonlinear limiter to capture discontinuities such as shock waves without numerical oscillations. Many limiter formulations have been developed, but most are sensitive to small variations in the solution variables, which in turn adversely affect convergence of the overall scheme. Venkatakrishnan (1995b) has investigated this matter and has proposed a weaker form of limiter which permits small oscillations which vanish as the grid is refined, but provides superior convergence characteristics.

The development of upwind schemes for unstructured meshes has enabled the re-evaluation of central difference schemes with added dissipation as a scalar counterpart to upwind schemes. This has resulted in alternate formulations based on gradients rather than Laplacian and biharmonic operators for the artificial dissipation terms (Peraire et al 1992).
3.2 Other Approaches

A discretization scheme is said to be positive if, in the scalar case, it can be expressed in the form

\[ \frac{dw_i}{dt} = \sum_j C_{ij} (w_j - w_i) \]  

(1)

where the \( C_{ij} \) coefficients are all positive. The summation is over the neighbors \( j \) of \( i \). If \( w_i \) is a maximum, then \( w_j - w_i \) is negative and \( \frac{dw_i}{dt} < 0 \), from the positivity of the \( C_{ij} \). Thus maxima must be decreasing, and conversely minima must be increasing. This Local Extremum Diminishing (LED) principle (Jameson 1994) represents a multidimensional generalization of the Total Variation Diminishing (TVD) concept (Harten 1984). This has important implications for the construction of robust and accurate schemes. The LED principle can be used to guarantee the capture of shock waves without any oscillations. Furthermore, the maximum principle inherent in these schemes can provide a robust solution strategy—for example, by guaranteeing the positivity of all flow quantities simply if they are initialized as positive quantities.

Unfortunately, if the \( C_{ij} \)'s are constant, the scheme is linear and can be at best first-order accurate. To achieve second-order accuracy, a nonlinear scheme must be constructed, where the \( C_{ij} \) coefficients depend on the solution variables. These usually include the use of limiters based on ratios of successive gradients on neighboring mesh intervals. These methods have their roots in the early work of Boris & Book (1973) on flux-corrected transport schemes. The original idea is to construct a first-order scheme, the accuracy of which is then refined by adding specific amounts of antidiffusive fluxes, under the constraints of monotonicity. This scheme was extended to unstructured meshes by Löhner in the FEM-FCT schemes (Löhner et al 1987). Jameson has derived a Symmetric Limited Positive (SLIP) scheme that is both positive and second-order accurate in smooth regions for unstructured meshes (Jameson et al 1986), where one-dimensional solution variations along stencil edges are obtained by projecting adjacent triangle gradients into the direction of the edge, in a manner similar to that of Desideri & Dervieux (1988) (cf Figure 8). These schemes can be applied to the unsplit form of the governing flow equations, in a scalar dissipation mode, or to the split equations, characteristically or otherwise, to achieve more accurate resolution of shock waves and boundary layers. However, for systems of equations, monotonicity is not strictly guaranteed, as it is in the scalar case. Additionally, these schemes rely on the use of a nonlinear limiter in all regions of the flow-field (not only in the vicinity of shock waves), which may adversely impact convergence, depending on the form of limiter employed.

The weak link in the upwind schemes described in the previous section involves the use of a dimensionally split Riemann solver, which is applied in
a quasi-one-dimensional fashion normal to control-volume interfaces. While this approach is employed routinely for structured and unstructured grids, it may misinterpret flow features not aligned with the control-volume interfaces. Fluctuation splitting schemes provide an alternative to Riemann solvers for introducing upwinding. In this approach, variables are stored at the mesh vertices, and intermediate residuals are computed at cell centers. The values at the vertices are then updated by redistributing the cell-based residuals to the vertices. If these residuals are redistributed in an unbiased manner, then the well-known Ni scheme (Ni 1982) is recovered, which corresponds to a central difference scheme and requires additional dissipative terms. Upwind schemes are obtained by introducing downwind biasing into the redistribution formulae by considering the effect of linear wave solutions evolving the piecewise linear data over a mesh cell. Several upwind fluctuation-splitting schemes for the scalar advection equation have been developed and are compared in Paillere et al (1993). Extensions of fluctuation-splitting schemes to systems of equations rely on the decomposition of the flux divergence into scalar waves. The decomposition is not unique, and several strategies such as characteristic decomposition (Deconinck et al 1986), simple wave models (Parpia & Michalak 1993, Roe 1986), and algebraic approaches (Sidilkover 1994) have been investigated. The advantages of fluctuation-splitting schemes are that they do not require the use of dimensionally split Riemann solvers and they result in a compact nearest-neighbor stencil for simplicial meshes. However, they are second-order accurate only at steady state (Venkatkrishnan 1996).

In the finite-element approach, the solution is expanded in a set of basis functions, and the discrete equations are obtained by requiring the residuals to be orthogonal to a set of trial functions. For second-order approximations, the basis functions are generally taken as linear functions of compact support, which have the value 1 at a given vertex and vanish at all other vertices. The solution expansion is obtained by multiplying these basis functions by vertex-based-solution variables and summing over the entire grid. When the test functions and the basis functions are the same, the method is called Galerkin, otherwise it is called Petrov-Galerkin. The correspondence between (a) a Galerkin finite-element strategy using linear elements and (b) finite-volume based central-differencing has already been discussed. For the convective terms, additional artificial dissipation is required for stability. The Galerkin finite-element method can also be employed to discretize the viscous terms for the Navier-Stokes equations, as discussed in the next section.

The Streamwise Upwind Petrov Galerkin (SUPG) (Hughes & Brooks 1979) and Galerkin least-squares methods (Hughes et al 1989, Hughes 1987) introduce dissipation to a regular Galerkin method by adding terms proportional to the residual. In contrast to traditional artificial-dissipation formulations,
these approaches do not compromise the accuracy of the scheme, since at steady-state convergence, the dissipation vanishes along with the residual. The global error in the $L_2$ norm can be shown to vary as $h^{p+\frac{1}{2}}$ for the advection dominated case and as $h^{p+1}$ for the diffusion dominated case, where $p$ is the degree of the piecewise-polynomial basis function (Hughes 1987, Venkatakrishnan 1996). However, these methods are linear and not suitable for capturing discontinuities. A shock-capturing operator that locally reduces the order of accuracy near discontinuities has been proposed by Hughes & Mallet (1986).

3.3 Considerations for the Navier-Stokes Equations

The above discussion on discretizations is principally concerned with the purely convective terms that arise in the context of inviscid flows. With the exception of the finite-element methods described above, where convection and diffusion terms can be treated in a unified manner, additional viscous terms must be discretized for the Navier-Stokes equations. These terms are diffusive in nature and generally take the form of second differences. Stable second-order discretizations can therefore be constructed using simple central differences.

For cell-centered schemes, one approach consists of first computing the gradients at the mesh vertices and then averaging these to the cell faces in order to compute second derivatives at cell centers (Frink 1994). For vertex-based schemes, a similar two-pass procedure based on finite-volume central-difference arguments can be used to construct the viscous term discretization. For simplicial meshes, gradients can first be computed on the mesh elements, which can then be interpolated to the control-volume faces in order to form second differences at the mesh vertices. This type of discretization can be derived more formally using a Galerkin finite-element procedure and assumes linear variation of the flow variables on the mesh elements. The resulting discretization produces a nearest-neighbor stencil and may be implemented as a single loop over the edges of the mesh, rather than as a two-pass procedure that computes intermediate cell-based gradients (Barth 1992, Mavriplis 1995c). For nonsimplicial meshes, Galerkin finite-element formulations using bilinear or trilinear variations on quadrilateral or hexahedral elements can be constructed. The resulting stencils, however, are no longer compact, as they involve vertices within mesh elements that are not connected by a mesh edge, such as diagonally opposed vertices in hexahedral elements (Braaten & Connell 1996).

An alternative strategy for discretizing viscous terms for vertex-based schemes is to employ the vertex-based gradients already computed in the context of second-order upwind schemes (using a Green-Gauss integration around the
vertex-based control volumes, for example), instead of the element-based gradi-
ents described above. A vertex-based second difference can then be computed
by integrating these gradients themselves around the control-volume bound-
aries (Luo et al 1993). This approach enables the viscous term discretizations
to be assembled on meshes of arbitrary element types using the same data struc-
tures as required for the upwind convection terms. The principal drawback of
this method is that it results in a large stencil that involves neighbors and next-
to-neighbors, which on a structured mesh reduces to a stencil of size $2h$, where
$h$ represents the mesh spacing. This not only reduces overall accuracy but is
also ineffective at damping odd-even oscillations in the numerical scheme.

For high-Reynolds-number flows of practical interest, the Reynolds-averaged
form of the Navier-Stokes equations is generally employed, which requires
the use of additional turbulence-modeling equation(s). Although algebraic
models can be implemented on unstructured grids (Mavriplis 1991a), they were
conceived for simple wall-bounded flows and are thus ill suited for flows over
complex geometries. The current practice is to employ two-equation models of
the $k − \epsilon$ or $k − \omega$ type, or simpler one-equation eddy viscosity models (Baldwin
& Barth 1992, Spalart & Allmaras 1992). These equations contain convective,
diffusive, and source terms that can be discretized in a manner analogous to
the discretization of the flow equations. Turbulence modeling equations often
result in stiff numerical systems, and care must be taken to devise schemes
that preserve positivity of the turbulence quantities at all stages of the solution
process. A common practice is to discretize the convective terms using a first-
order upwind strategy, from which a positive scheme that obeys a maximum
principle can be obtained.

### 3.4 Data Structures

A brief discussion on data structures is useful because the success of most
discretization methods ultimately depends on how efficiently they may be im-
plemented. Traditionally, finite-element methods have relied on element-based
data structures, where for each element of the mesh a list of the forming vertex
addresses is stored (i.e. four vertices for tetrahedra, eight vertices for hexahedra,
etc.). For many fluid dynamics problems, the discretizations, which are typically
thought of as summations of fluxes, can be implemented more effectively using
an edge-based data structure (Barth 1992; Mavriplis 1992, 1995c; Peraire et al
1992; Luo et al 1993). For a vertex-based scheme, this corresponds to storing,
for each edge of the mesh, the addresses of the two vertices on either end of
the edge. For a cell-centered scheme, the relevant entity is the dual edge that
joins two neighboring cell centroids and pierces the face common to these two
cells. The discretization may be evaluated by computing a flux on each edge,
which is then added to and subtracted from the respective control volumes on
each end of the edge. In order to compute this flux, a face area must be stored for each edge, which corresponds to the area of the dual control-volume face associated with the mesh edge in the vertex-based scheme, and to the area of the cell face pierced by the dual edge in the cell-centered scheme. The use of edge-based data structures results in lower memory overheads and increased computational throughputs because redundant computations are eliminated and the gather-scatter required for vectorization in supercomputers is minimized. Furthermore, because sets of edges can be used as building blocks for arbitrarily shaped elements, hybrid meshes with mixed element types may be handled by a single edge-based data structure, at least for inviscid flows.

For viscous flows, the Galerkin finite-element discretization of the diffusion terms on simplicial meshes results in a nearest-neighbor stencil and thus may be implemented using an edge-based data structure (Mavriplis 1995c). However, this is not the case for nonsimplicial meshes, since the resulting stencils involve vertices that are not connected to the center vertex by a mesh edge (such as diagonally opposed vertices in hexahedral elements). In these situations, the element-based data structure must be retained (Braaten & Connell 1996). An alternative is to resort to the thin-layer approximation of the viscous terms on nonsimplicial meshes, which can be implemented exclusively along edges (Mavriplis & Venkatakrishnan 1995b). The limitations of this approach are obvious, although it is justifiable for highly stretched prismatic or hexahedral meshes, where streamwise resolution has been sacrificed for efficiency.

An interesting property of the edge-based data structure is that it can provide an interpretation of the discrete operator as a sparse matrix. For nearest-neighbor stencil discretizations, all points in the stencil are joined to the center point by a mesh edge. The discretization operator can be written as a sparse matrix, where each nonzero entry in the matrix corresponds to a stencil coefficient or edge of the mesh. For systems of equations, the edges correspond to nonzero block matrix entries in the large sparse matrix. This interpretation has implications for the implementation of implicit and algebraic multigrid solution schemes (Venkatakrishnan & Mavriplis 1993, Mavriplis & Venkatakrishnan 1995b).

One of the disadvantages of the edge-based data structure is that it requires a preprocessing operation to extract a unique list of edges from the list of mesh elements and to compute the associated edge coefficients. For unsteady flows with dynamic meshes, this preprocessing must be performed every time the mesh is altered, although this may be done locally. Additionally, for dynamic grid cases, the element data structures are generally required for performing mesh motion or adaptation, since edge lists represent a lower-level description of the mesh.
4. SOLUTION TECHNIQUES

The discretization of the spatial terms in the governing equations results in a large coupled set of ordinary differential equations of the form

$$\frac{d(VMw)}{dt} + R(w) = 0 \quad (2)$$

where $V$ represents the local control volume, $M$ the mass matrix, and $R(w)$ the spatially discretized terms. For a vertex-based scheme, the mass matrix relates the average value of a control volume to the values at the vertices of the mesh. Both $V$ and $M$ are constants for static meshes, and can therefore be taken outside of the time derivative. For steady-state cases, these equations must be integrated in time towards $t \to \infty$, where the time derivatives become vanishingly small. Since time accuracy is not a concern in such cases, the mass matrix may be lumped—i.e. replaced by the identity matrix—and each equation may be advanced with the maximum permissible time step, as determined from local stability considerations.

4.1 Explicit Schemes

A simple time integration scheme is obtained by replacing the time derivative by a simple forward difference and evaluating the residual at the current time level:

$$V \frac{w^{n+1} - w^n}{\Delta t} + R(w^n) = 0 \quad (3)$$

This corresponds to a single-stage explicit scheme, since updates are obtained from one evaluation of currently available quantities. Like Runge-Kutta schemes for ordinary differential equations, multistage time-stepping schemes (which are required with higher-order discretizations for stability reasons) involve the combination of updates obtained at multiple explicitly evaluated intermediate states.

The stage coefficients of these schemes can be optimized either to provide large time steps at the expense of time accuracy or to enhance high-frequency damping properties of the scheme, which is required in the context of a multigrid algorithm (Jameson et al 1981, van Leer et al 1989).

These schemes are extremely simple to implement and require little additional computer storage. However, stability considerations restrict the maximum permissible time step to values proportional to the local cell size. Thus, finer meshes lead to smaller time steps, which in turn lead to larger solution times. For very fine meshes, the convergence of explicit schemes becomes unacceptably slow, and more sophisticated solution strategies must be adopted.
4.2 Implicit Schemes

An implicit scheme is obtained by evaluating the spatial residual terms at the new time level \( n + 1 \). Since these quantities are not known explicitly, a linearization must be performed about the current time level:

\[
\left( \frac{V}{\Delta t} + \frac{\partial R}{\partial w} \right) \Delta w = -R(w^n)
\]

where \( \frac{\partial R}{\partial w} \) represents the Jacobian and constitutes a large sparse matrix. At each time step, the above linear system must be solved for the corrections \( \Delta w = (w^{n+1} - w^n) \) from which the flow variables can be updated.

Implicit schemes may be classified by the degree to which the true Jacobian matrix is approximated. If an exact linearization is employed, the method is unconditionally stable and reduces to Newton’s method for \( \Delta t \to \infty \). Although the quadratic convergence properties of Newton’s method generally produce solutions in a very small number of time steps (often of the order of 10) (Venkatakrishnan & Barth 1989, Barth & Linton 1995, Nielsen et al 1995), each time step requires the inversion of a large sparse matrix, which becomes prohibitively expensive in terms of storage and CPU-time for fine meshes.

A common simplification is to replace the exact linearization with one based on a first-order discretization (Struijs et al 1989, Fezoui & Stoufflet 1989, Venkatakrishnan & Mavriplis 1993, Anderson et al 1995). While this considerably reduces the storage requirements of the linear system and improves its condition number, it precludes attaining quadratic convergence rates, owing to the use of an inexact linearization. This in turn favors the use of iterative methods to solve the linear system, which can be used to converge the system only partially, because exact inversion of the Jacobian is no longer beneficial, owing to the mismatch between Jacobian and residual. However, rigorous criteria for determining the optimal level of convergence of the linear system at each time step have yet to be determined. Simple iterative schemes such as Jacobi and Gauss-Seidel schemes have been utilized successfully in the context of implicit schemes with first-order linearizations (Struijs et al 1989, Fezoui & Stoufflet 1989, Batina 1993, Anderson et al 1995). However, since these are still local techniques, their convergence degrades with grid size. More sophisticated techniques such as preconditioned GMRES methods provide enhanced convergence rates, particularly when applied with powerful preconditioners such as Incomplete Lower Upper (ILU) factorization methods, which provide more global information for the solution of the linear system (Venkatakrishnan & Mavriplis 1993, Barth & Linton 1995, Anderson et al 1995).

Although first-order linearization methods require substantially less memory overheads than exact linearization methods, their memory requirements are still nontrivial. For example, on a three-dimensional tetrahedral grid, the first-order
Figure 9  Convergence rates of the ILU-preconditioned Newton-Krylov method, versus Gauss-Siedel implicit method and multigrid method using implicit Gauss-Seidel as a multilevel smoother in terms of iteration count, and CPU-time, for two-dimensional inviscid subsonic flow over NACA 0012 airfoil.  Solid line: Gauss Siedel; dotted line: ILU preconditioned Newton-Krylov; dashed line: multigrid method (using Gauss Siedel as smoother). (Reproduced from Nielsen et al 1995 with permission.)

The Jacobian of a vertex-based scheme requires on the order of 350 storage locations per vertex, over three times the number required for the implementation of an explicit scheme. An ILU preconditioning strategy can require an equivalent additional amount of memory. Since GMRES methods only require the evaluation of matrix vector products of the form $\frac{\partial \mathbf{R}}{\partial \mathbf{w}} \cdot \Delta \mathbf{w}$, it is possible to forgo the storage of the Jacobian, and evaluate the Jacobian vector product directly by finite-difference techniques:

$$\frac{\partial \mathbf{R}}{\partial \mathbf{w}} \cdot \Delta \mathbf{w} = \frac{\mathbf{R}(\mathbf{w} + \epsilon \Delta \mathbf{w}) - \mathbf{R}(\mathbf{w})}{\epsilon}$$

(5)

where $\epsilon$ represents a small parameter. This requires multiple residual evaluations (one for each matrix vector product) and represents a classic tradeoff between storage and computation, particularly for expensive nonlinear residual constructions. However, it also permits the use of the more accurate second-order linearization in the implicit scheme, by using the same second-order residual in the finite difference evaluation as in the right-hand side of equation (4), as is done in the so-called Newton-Krylov methods (Cai et al 1994, Barth & Linton 1995, Nielsen et al 1995). Figure 9 compares the convergence rates of a Newton-Krylov method that employs ILU preconditioning with convergence of a Gauss-Seidel iterative method applied to a first-order linearization, as well as with the convergence obtained by a multigrid scheme using the same
Gauss-Seidel solver as a multilevel smoother, as described in section 4.3. The depicted case involves the solution of two-dimensional subsonic inviscid flow over a NACA 0012 airfoil on a mesh of 8578 points, using a vertex-based second-order upwind scheme (Nielsen et al 1995). The quadratic convergence property of the Newton-Krylov approach is evident, which achieves a very rapid asymptotic convergence rate in terms of number of iterations. When compared in terms of overall CPU-time, the Newton-Krylov scheme, although still superior to the Gauss-Seidel implicit method, is overtaken by the multigrid scheme, due to the expense of each Newton-Krylov iteration.

Additional improvements to Newton-Krylov methods can be achieved through continuation techniques, which provide better initial guesses (for example by coarse to fine mesh sequencing), in order to reduce the initial phase of poor convergence of these schemes. However, one of the drawbacks of these methods is that they still require powerful preconditioners in order to be effective, and the best known preconditioners are generally matrix based (such as ILU), which entail storage requirements similar to those of the first-order linearization. A compromise, with obvious limitations, is to use a weaker but low-storage preconditioner, such as block-diagonal with a Newton-Krylov method (Shakib et al 1989). For upwind discretizations based on reconstruction techniques, higher-order Jacobian vector products can be formed by multiplying the first-order Jacobian with a higher-order reconstructed vector, as pointed out by Barth (Barth & Linton 1995). Although the method requires the storage of the first-order Jacobian, it is exact and, unlike finite-difference techniques, can also be applied directly to the solution of the adjoint equations, which is required in particular formulations of the design optimization problem.

Additional approximations to the exact Jacobian can be employed to further reduce the memory requirements of implicit schemes. For example, one may choose to group subregions of the mesh together and only retain the terms of the Jacobian that pertain to coupling within each region (Chan & Mathew 1994). These regions may be determined by a variety of methods and may exhibit varying degrees of overlap. These approximations may be applied to the Jacobian itself but are most often applied to the matrix-based preconditioners operating on the true Jacobian (Venkatakrishnan 1994, Barth & Linton 1995, Chan & Mathew 1994). Alternatively, the regions may be reduced to lines through the mesh joining neighboring vertices, as in the method of linelets (Hassan et al 1990, Martin & Löhner 1992), which attempts to approximate the Alternate Direction Implicit (ADI) scheme of structured grids. On sequential machines, the regions or lines can be processed individually, thus reducing the maximum memory requirements to that of the largest region or line (although on parallel machines no savings are realized if each region is assigned to an
individual processor). The numerical coupling between regions or lines is lost in these approaches, a loss that in turn degrades overall convergence, as the number of regions increases. However, this degradation can be minimized by judicious choices of the regions based on the character of the problem, a technique that has not yet been fully exploited.

If these regions are reduced to individual grid points (i.e., all implicit coupling between grid points is discarded), only the diagonal block matrices of the original Jacobian are retained, and the point-implicit method is obtained (Hassan et al 1990, Thareja et al 1988). These terms represent the coupling between the various fluid dynamic equations at a grid point. While point-implicit methods can offer increases in efficiency over regular explicit schemes, they are also plagued by slow convergence for fine grids. Point-implicit methods are sometimes viewed as preconditioning techniques for explicit schemes, where the point-implicit matrix is the preconditioner (Riemslagh & Dick 1993, Morano & Dervieux 1993, Ollivier-Gooch 1995, Pierce & Giles 1996).

### 4.3 Multigrid Methods

Multigrid methods are effective techniques that can deliver fast convergence rates with minimal memory overheads. The basic idea of a multigrid method is to accelerate the solution of a set of fine grid equations by time stepping on a sequence of fine and coarse grids using a simple explicit scheme. Multigrid methods capitalize on the effectiveness of explicit methods in reducing high-frequency error modes. A high-frequency error can be thought of as a solution component that oscillates between neighboring grid points. While explicit methods are effective at eliminating such errors, they are relatively ineffective at reducing low-frequency or global error components. This is to be expected, because explicit schemes rely exclusively on local information supplied through the residual stencil.

The multigrid strategy consists in explicitly time stepping the fine grid equations until the high-frequency errors have been annihilated. The solution is then transferred to a coarser grid, where the remaining low-frequency errors now manifest themselves as high-frequency errors and can be effectively damped by the same explicit method. The process is repeated recursively through a complete sequence of grids, where each level is responsible for a particular bandwidth of errors. When the coarsest grid of the sequence is reached, the corrections are interpolated back to each successively finer grid. This entire multigrid cycle is then repeated until overall convergence is achieved.

In the context of unstructured meshes, the main issue involves the generation of the coarse levels for a multigrid scheme. Given a fine unstructured mesh, there is no simple procedure for constructing uniformly coarser levels, as in the structured-grid case.
If the fine mesh is the product of an adaptive meshing algorithm using element subdivision, then the nested parent meshes are natural candidates for coarse multigrid levels (Parthasarathy & Kallinderis 1994, Braaten & Connell 1996). Although this approach can be employed effectively when multiple adaptive levels are present, the nested multigrid strategy places conflicting demands on the multilevel construction. On the one hand, a very coarse mesh is desired for rapid convergence, while a high-quality fine mesh is required for solution accuracy. However, repeated subdivision of a very coarse initial mesh often results in poor quality fine meshes, thus limiting the number of levels that may be employed. The lack of flexibility in handling problems on grids of arbitrary origin represents an additional shortcoming of this approach.

An alternative approach to unstructured multigrid methods is to generate a sequence of completely independent coarse and fine meshes and use linear interpolation to transfer variables back and forth between the various meshes of the sequence, within a multigrid cycle (Mavriplis 1992, 1995c; Peráire et al 1992; Leclercq 1990; Morano & Dervieux 1993; Riemslagh & Dick 1993). The meshes may be generated using any feasible grid generation technique and will generally be nonnested, and may even not contain any common points. The only requirement is that they conform to the same domain boundaries. This technique is more flexible than the nested subdivision approach, since the fine and coarse meshes are not constrained, and may be optimized independently for accuracy and speed of convergence respectively. Furthermore, this approach can be applied to a problem with a prespecified fine mesh. The intergrid transfer operators can be determined in a preprocessing operation but require smart search techniques to determine the patterns between coarse and fine grid elements, which in principle may overlap randomly. Once these have been determined and stored, grid transfers are simply implemented as a weighted gather and scatter of data between coarse and fine grid arrays. Application of this technique to a three-dimensional inviscid flow is depicted in Figures 10 and 11. The fine grid contains 804,000 points, or 4.5 million elements, and the overset multigrid solver achieves a six-order reduction in the residual in approximately 100 multigrid cycles, which represents close to an order of magnitude savings over the single-grid scheme.

One of the drawbacks of this approach is that it still requires the user to generate multiple grids for a single solution, which is at best tedious. With this in mind, several efforts have been pursued to automate the process. Methods that remove selected mesh points, using graph-based algorithms, and retriangulate the remaining subset of vertices have been demonstrated as effective tools for generating coarse-level multigrid meshes (Guillard 1993, Chan & Smith 1993, Matheson & Tarjan 1994). However, for very complex geometries, the
Figure 10  Two grids from the sequence of grids employed in the overset mesh multigrid scheme for the computation of transonic flow over an aircraft configuration.
Figure 11  Computed solution displayed as Mach contours and observed convergence rates for the single-grid, overset-multigrid, and agglomeration-multigrid algorithms for the computation of transonic flow over an aircraft configuration.
generation of coarse meshes that conform to the original geometry either manually or automatically, becomes a difficult task.

An alternative is provided by agglomeration multigrid methods. Based on the control-volume formulation, these methods form coarser-level meshes by fusing or agglomerating fine-level control volumes together with their neighbors (Lallemand et al 1992, Smith 1990, Venkatakrishnan & Mavriplis 1995a). The resulting coarse mesh contains a smaller number of larger and more complex control volumes. The precise manner in which control volumes are agglomerated can be controlled through a graph-based algorithm similar to the vertex removal procedure described above. The flow solver must be modified to run on arbitrarily shaped control volumes on the coarse levels. For inviscid-flow control-volume formulations, this presents little difficulty, since the equations are generally discretized as fluxes over individual control-volume faces, which can be used to build contour integrals about arbitrarily shaped control volumes. Figure 12 depicts two coarse levels generated by the agglomeration algorithm for the same case discussed above in the context of the overset-mesh multigrid approach. The observed convergence rate of the agglomeration multigrid method is almost identical to that obtained with the overset-mesh method, as depicted in Figure 11.

For viscous flows, the discretization of diffusion terms on arbitrarily shaped control volumes is no longer straightforward. An algebraic interpretation of agglomeration multigrid provides a mechanism for dealing with equations sets that contain diffusion terms. Borrowing from the algebraic multigrid literature (Ruge & Stüben 1987), a coarse-grid operator may be constructed by projecting the fine-grid operator onto the space spanned by the coarse-grid basis functions. If \( I_H^h \) represents the restriction or fine- to coarse-grid transfer operator, \( I_h^H \) the prolongation or coarse- to fine-grid operator, and \( A \) the fine-grid discretization operator, then the so-called Galerkin coarse-grid operator is given by the sequence of operators \( I_H^h A I_h^H \). If \( A \) represents a finite-volume approximation for inviscid flow on the fine grid, and restriction and prolongation are taken as piecewise constant operators, then the Galerkin construction recovers the traditional coarse-grid finite-volume discretization discussed above. However, this strategy can be extended in a straightforward manner for other types of governing equations, such as the Navier-Stokes equations and field-equation turbulent models. This approach may be interpreted algebraically as summing the constituent fine-grid equations within an agglomerated coarse-grid cell to form a smaller number of coarse-grid equations. This algebraic interpretation allows one to decouple the geometry from the solution process, thus discarding any notion of coarse-level spatial discretizations, which enhances the robustness of the solution process for complicated geometries. A solution of viscous turbulent flow over a three-dimensional wing configuration using the agglomeration
Figure 12  Two coarse agglomerated levels from the sequence of levels employed by the agglomeration-multigrid method for the computation of transonic flow over an aircraft configuration.
The multigrid approach is depicted in Figures 13 and 14. The convergence rate is shown to be relatively independent of grid size by comparing the convergence history on a coarse grid of 300,000 points with the convergence obtained on a finer grid of 2.4 million points (Mavriplis & Venkatakrishnan 1995a).

In general, the multigrid convergence rates achieved for viscous flow cases are substantially slower than those achieved for inviscid cases. This can be surmised to some degree by comparing the convergence plots of Figures 11 and 14. The slower convergence in the viscous flow cases is principally due to the anisotropic stretching of the mesh in the boundary-layer and wake regions. Unstructured multigrid methods offer the possibility of designing schemes that are insensitive to anisotropic effects. The graph-based agglomeration or vertex-coarsening algorithms described above can be modified to merge only those neighboring control volumes or delete only those neighboring vertices that are the most strongly coupled to the current point. By coarsening or agglomerating only in the direction of strongest coupling, as determined by the magnitude of the coefficients in the fine-grid discrete equations, rather than eliminating all possible neighbors, coarse levels that are optimal for the problem at hand can be generated. In the case of a stretched-boundary-layer grid, this reduces to coarsening across the boundary layer, or to semicoarsening, which has been used effectively in the structured-grid context to remove anisotropy-induced stiffness (Mulder 1989, Pierce & Giles 1996). Although these techniques are in their infancy (Morano et al. 1995, Raw 1996), they offer the possibility of automatically accounting for grid-induced as well as algebraically induced stiffness, since they operate at the equation level.

An alternate strategy for improving the convergence of multigrid methods is to employ a stronger smoother as the base grid solver. Any of the implicit methods described above may be substituted for an explicit method. Of course, most implicit methods incur additional overheads, but the benefits can justify these additional requirements. Point-implicit methods (Morano & Dervieux 1993, Riemslah & Dick 1993, Ollivier-Gooch 1995), Gauss-Seidel methods (Anderson 1994), and subregion methods (Raw 1996, Chan & Mathew 1994) have all been demonstrated as effective multigrid solvers. There is an obvious duality between the construction of subregions for implicit methods and coarsening strategies for multigrid methods that should be exploited in the future to better couple locally implicit strategies with multigrid methods.

The above discussion on multigrid methods centers around the Full Approximation Storage (FAS) technique, where multigrid is applied directly to the nonlinear form of the governing equations. Multigrid may also be employed as a solver for the linear system arising at each time step of an implicit scheme, or even as a preconditioner for an iterative solution strategy such as GMRES applied to the linearized implicit system (Chan & Smith 1993, Raw 1996).
Figure 13. Initial 300,000-point grid and coarse agglomerated level employed in the agglomeration-multigrid scheme for the computation of viscous turbulent flow over a wing configuration.
Figure 14  Computed solution displayed as Mach contours on the wall and pressure contours on the wing surface for fine 2.4 million–point (13.6 million–tetrahedra) grid and observed convergence rates of agglomeration-multigrid algorithm on 300,000-point grid and 2.4 million–point grid, demonstrating grid-independent convergence rates.
While these strategies may yield desirable robustness characteristics, they are plagued by the high memory requirements of the implicit linearization, which are avoided in the FAS approach.

5. CONCLUSIONS

An overview of the state-of-the-art in the areas of mesh generation, adaptivity, discretizations, and solution strategies for unstructured meshes has been given. An attempt has been made to outline the merits and disadvantages of the various approaches in these areas. Other areas such as solution techniques for unsteady flows and parallel implementations have not been addressed owing to space limitations. Excellent survey papers in these areas, as well as more in-depth reviews of some of the items covered in this paper, can be found in the literature (Thompson & Weatherill 1993; Baker 1996; Venkatakrishnan 1995, 1996; Special course 1992; Mavriplis 1995a,b).

Although unstructured mesh techniques have undergone rapid development in the last several years, much improvement is still needed. Three-dimensional inviscid analyses about complex geometries using unstructured meshes can be performed routinely with present technology. However, viscous flow analyses using the Reynolds-averaged Navier-Stokes equations are severely hindered for large cases by seemingly insatiable CPU-time and memory requirements, even for steady-state calculations. In particular, most cases are limited by hardware memory costs, which have not decreased as rapidly as the cost of CPU-cycles over the last five years. Further advances must be sought in the areas of higher-order schemes, efficient and robust solution algorithms, improved mesh generation strategies (particularly for highly stretched meshes and meshes of mixed-element types), and better adaptive criteria to enable routine use of adaptive meshing and the generation of solutions with guaranteed error bounds.
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