
ADVANC ED R EV I EW

Predicting attentional allocation in real-world
environments: The need to investigate crossmodal semantic
guidance

Kira Wegner-Clemens1 | George L. Malcolm2 | Sarah Shomstein1

1Psychological and Brain Sciences, George
Washington University, Washington,
DC, USA
2School of Psychology, University of East
Anglia, Norwich, UK

Correspondence
Sarah Shomstein, Psychological and Brain
Sciences, George Washington University,
Washington, DC, USA.
Email: shom@gwu.edu

Funding information
National Institutes of Health,
Grant/Award Number: F31EY034030;
National Science Foundation (NSF),
Grant/Award Number: BCS-1921415

Edited by: Wayne Wu, Editor

Abstract

Real-world environments are multisensory, meaningful, and highly complex.

To parse these environments in a highly efficient manner, a subset of this

information must be selected both within and across modalities. However, the

bulk of attention research has been conducted within sensory modalities, with

a particular focus on vision. Visual attention research has made great strides,

with over a century of research methodically identifying the underlying mech-

anisms that allow us to select critical visual information. Spatial attention,

attention to features, and object-based attention have all been studied exten-

sively. More recently, research has established semantics (meaning) as a key

component to allocating attention in real-world scenes, with the meaning of

an item or environment affecting visual attentional selection. However, a full

understanding of how semantic information modulates real-world attention

requires studying more than vision in isolation. The world provides semantic

information across all senses, but with this extra information comes greater

complexity. Here, we summarize visual attention (including semantic-based

visual attention), crossmodal attention, and argue for the importance of study-

ing crossmodal semantic guidance of attention.
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1 | INTRODUCTION

Imagine walking through a city center. You see the blue sky above, pedestrians hurrying by, and flashing signs in shop
windows. You hear cars honking in traffic, birds chirping in the trees, and eavesdrop on other pedestrians. You might
stop by a coffee shop, enticed by the smell of fresh coffee and baked bread, or run into a neighbor walking their dog. If
you turn the corner and encounter an unexpected event, like a parade, the colorful floats and cheering crowds integrate
into your internal scene representation without any appreciable delay. Moment-to-moment, the sensory environment
can change with new information flooding each sense.
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Continuous information bombarding our senses would quickly overwhelm the limited capacity of human cognition
without a selection process (as represented conceptually in Figure 1). To prevent important information from being lost,
sensory signals are processed in a highly flexible manner determined by a number of factors that act to prioritize a sub-
set information for further processing. In particular, various efforts have been undertaken to characterize how low-level
visual features (e.g., location, color, size) and task demands shape attentional prioritization (Carrasco, 2011). While
there have been giant leaps in our understanding of attentional mechanisms (Geng et al., 2019; see special issue), much
of this work has been made solely within the visual modality. Additionally, most advances in our understanding of
attentional prioritization have been made by elucidating how a particular unit of attention (e.g., space, features, objects,
hysteresis) contributes to attentional selection in isolation, rather than how they interact to produce attentional prioriti-
zation (a more thorough discussion of these units follows in the next section). To understand how attention is guided in
real-world complex environments, we need to better understand how various units of attention interact with one
another and across sensory modalities. Here, we focus on crossmodal attentional orienting between audition and
vision.

Let's get back to the example of walking in the city and the different representations that exist in the environment
(or units) which are available for attentional selection and that can subsequently push and pull attentional prioritiza-
tion. While enjoying your stroll through a city, your goal (or task) might be to attend to street signs to take the correct
route. Your attention might be momentarily pulled away (captured) from this task by a signal (visual or from another
sense) that is particularly salient, such as a movie theater's bright flashing sign or a honking car. General knowledge
about environments, objects, and relationships between objects can also strongly influence attentional allocation. If
someone holding a disposable coffee cup passes by, you may notice a nearby coffee shop because you know a container
of that particular shape, size, and color, or the distinctive smell of fresh coffee, is generally bought at coffee shops. The
meaningful information we have about one object (the coffee cup, the smell of coffee) leads to prioritization of another
(the coffee shop). This example points out that not only simple features of the environment influence attentional alloca-
tion, but also that semantic relationships (such as that between a coffee cup and a coffee shop) have the potential to
shape attention allocation in every real-world scene, both within and across modalities. These complex, semantically
rich, multisensory representations of the objects and environments are key to how we allocate attention in real-world
contexts, but their role and interactions have not been studied as extensively as other units of attention, be it low- or
mid-level visual features. We argue here that the role of semantics and multisensory interactions must be studied in
more depth to robustly understand attentional allocation in the real world.

In the sections that follow, we first briefly review some of the units of attentional orienting within the visual modal-
ity (note that it should not be taken as an exhaustive review). We then make a case for the importance of investigating
how these identified visual units of attentional interact with similar information from other sensory modalities, with a
particular focus on audition, and on higher order amodal semantic information. We conclude with suggestions for lines
of future research inquiries.

FIGURE 1 A “deconstructed” set of input signals impinging on various sensory systems: visual, auditory, tactile, olfactory, and

gustatory information, each gathered by the corresponding sensory organ. Without attentional prioritization, this information competes

simultaneously for the limited capacity of human cognition and is not readily interpretable. With attentional prioritization, a subset is

selected for further processing that will facilitate our interactions with the world. This review focuses on how this prioritization happens in

real-world multisensory environments.
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2 | VISUAL ATTENTION: UNITS AND PROCESSES

Attention is, broadly speaking, the process of selection by which a subset of sensory information is prioritized over
other sensory information. Selected information is then benefited by faster and more thorough processing
(Carrasco, 2011). Most attention research conducted over the past 70 years has taken an approach of simplifying and
controlling visual stimuli to isolate the mechanism of visual attentional selection. By breaking down complex visual
scenes into well-controlled stimuli and paradigms, various “units” of visual information and attentional processes have
been identified. These attention processes include, but are not limited to spatial attention, feature-based attention,
object-based attention, task dependent attention, and guidance by semantics (meaning). Each is briefly summarized
here to provide a broad understanding of major findings and theoretical framings from this approach.

2.1 | Spatial location

Visual information is intrinsically spatially coded, given the retinotopic organization of the visual system (Engel
et al., 1997). Light is initially collected and processed on the retina in a spatially specific manner, with rods and cones
relaying information related to the brightness and color of a particular location in the visual field. Cortical processing
transforms this retinal input into recognizable shapes and objects while maintaining the spatial information from the
retina, fundamentally tying visual information to spatial location (Golomb et al., 2008) even in object-specific ventral
cortex (Arcaro et al., 2009; Ayzenberg & Behrmann, 2022; Uyar et al., 2016).

Studies of the effects of visual attentional selection have revealed behavioral facilitation in attended spatial loca-
tions, such that response time to detect or identify targets within the attended spatial locations are faster than at
unattended locations. Since 1970, benefits of spatial selection have been consistently and robustly demonstrated, mostly
relying on variants of a spatial cuing paradigm originally described by Posner (1980). In this paradigm (represented in
Figure 2a) a spatial location is cued (here with an endogenous cue) and sensory information at that location is priori-
tized over other locations. The location can be cued either directly through a salient exogenous spatial sensory event, or

FIGURE 2 Schematics of classic visual attention, demonstrating (a) attention prioritization for cued spatial locations over uncued

spatial locations, (b) attentional prioritization for distinct features over non-distinct features, and (c) attention prioritization for cued objects

over uncued objects. In each panel, the target is represented by a “T” and the example trial condition on the left tends to prioritized over the

sample trial condition on the right, as measured by response time and accuracy.
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with an endogenous cue, such as the arrow in Figure 2a. Following the cue, visual targets are detected and identified
more quickly if they appear in or near the cued location, relative to the non-cued locations, indicating that the cue has
attracted attention toward its location (for review, see: Carrasco, 2011; Eriksen & Eriksen, 1974; Posner, 1980). Impor-
tantly, it is also demonstrated that unilateral damage to the posterior parietal lobe impairs the ability to orient attention,
and particularly to shift attention from the unimpaired hemifield (the hemifield ipsilateral to the damage) into the
impaired, contralateral hemifield (Mesulam, 1999).

Consistent with the role of the posterior parietal cortex (PPC) in spatial attention, studies employing functional
magnetic resonance imaging (fMRI) found that corresponding frontal (frontal eye fields, FEF) and parietal areas in
human inferior parietal sulcus (IPL), superior parietal lobule (SPL), and temporo-parietal junction (TPJ) contain
topographic representations related to saccade planning and attention (Husain & Nachev, 2007; Molenberghs et al.,
2007; Serences & Yantis, 2006; Sheremata & Silver, 2015; Silver & Kastner, 2009). For example, one robust finding is
that when cues direct attention to specific visual field locations, activation is noted in superior frontal, inferior parie-
tal, and superior temporal cortices (for review see Corbetta & Shulman, 2002; Shomstein, 2012). Voluntary deploy-
ments of spatial attention are associated with neural activity in regions of the dorsal parietal cortex (IPL, SPL) and
frontal area FEF while involuntary spatial orienting, such as attentional capture by a perceptual singleton, is associ-
ated with ventral parietal cortex (TPJ) and ventral frontal cortex (VFC) (Downar et al., 2000; Serences et al., 2005;
Shomstein et al., 2010).

2.2 | Feature

Spatial locations that are worth attending to are rarely empty. Rather, they contain objects that are made up of visual
features (Buswell, 1935; Yarbus, 1967). For example, that cup of coffee that was carried by a passerby in our city walk-
ing example from above can be deconstructed into a basic geometric shape, as well as its colors. Shape and color are just
some of the mid-level features that exist in the environment that extend beyond spatial properties. Studies showing that
features guide attentional selection have capitalized on tasks that control for spatial attention, while varying what fea-
ture is selected from the visual stimulus. Particularly, it has been shown that visual features such as color, motion, and
orientation can be prioritized regardless of where they are located within a visual scene (Liu, 2019; Maunsell &
Treue, 2006; Wolfe & Horowitz, 2004). Visual search paradigms have been particularly useful for studying feature-based
attention since participants can be instructed to search for a target with a given feature without providing any informa-
tion about the spatial location (for reviews, see Carrasco, 2011; Nakayama & Martini, 2011). Feature-based attention is
not strictly a matter of spatial search through an array looking for items that match for a feature, but rather can modu-
late attention even outside of the focus of spatial attention. Features are more likely to attract attention when they con-
trast with their surrounding features, like a red square in a visual array of green squares (Itti & Koch, 2000; Parkhurst
et al., 2002) or as represented in Figure 2b, a red letter among black letters. Targets with a unique feature will “pop out”
and rapidly capture attention, even in large displays (Neisser, 1963; Treisman, 1985; Treisman & Gelade, 1980).

Similarly to spatial attentional orienting, regions within the fronto-parietal network have been implicated in control
of feature-based attention. In most paradigms, two superimposed features are presented, for example, motion and color
(colored dots move in a particular orientation) or color and orientation (colored lines that vary in orientation) (Liu
et al., 2011; Liu & Hou, 2013). For these particular paradigms, given that spatial attention is held constant, any observed
neural difference would have to be attributed to feature-based selection. Signals specific to feature-based attention have
been identified within the intraparietal sulcus and areas within the precentral sulcus (Jigo et al., 2018).

2.3 | Object

Features, described in the previous section, almost never exist in isolation. Features make up objects that exist in our envi-
ronment. Until the early 1980s, it was widely assumed that attention is typically directed in a space-based or feature-based
manner. Starting in the early 1980s, evidence began to accumulate that some tasks engage a selective mechanism that
operates on an object-based, in addition to a location-based, representation (Duncan, 1984; Rock & Gutman, 1981).

A large body of evidence in support of object-based attentional orienting have been gleaned from many different
studies employing superimposed objects (Duncan, 1984; O'Craven et al., 1999; Serences et al., 2004; Valdes-Sosa
et al., 1998) and what is known as a two-rectangle paradigm, originally developed by (Egly et al., 1994). In the two-
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rectangle paradigm (represented in Figure 2c), two adjacent rectangles are presented parallel to one another in such a
way as to equate distance between each end of the rectangle and the fixation point. A participant's spatial attention is
cued to one of the ends of the rectangle, and after a brief delay a target event appears either within the cued location or
in one of the two equidistant ends of the rectangle. In the key finding from this paradigm, targets that are the same spa-
tial distance from the cue are prioritized differently based on which of the two rectangles they appear on. That is, tar-
gets are detected faster and more accurately when they appear in an invalid (uncued) location on the same object than
targets that appear in an invalid different-object location. The latter finding reflects the contribution of object-based
attention to the quality of perception, indicating that other dimensions (e.g., spatial locations) of objects are facilitated
by virtue of being part of the cued object. This paradigm has been extended in several subsequent studies investigating
the role of object-based attention in visual perception, rendering the findings, for the most part, robust and replicable
(Shomstein, 2012).

Several neuroimaging studies have directly demonstrated that object-based orienting engages attentional control
regions within the inferior parietal lobule (IPL) (Arrington et al., 2000; Lee & Shomstein, 2013; Müller &
Kleinschmidt, 2003; O'Craven et al., 1999; Serences et al., 2004; Shomstein & Behrmann, 2006; Valdes-Sosa et al., 1998),
and that early sensory regions that correspond to spatial locations bound by the attended object reflect sensory
enhancement consistent with object-based attentional selection. The neuroimaging results suggest that the neural
mechanisms underlying object-based attention involve integration of space- and object-based representations within
the left IPL and earlier sensory regions of the visual system. A dynamic circuit between the parietal and sensory visual
regions may enable observers to preferentially focus on objects of interest that appear in complex visual scenes.

2.4 | Task

In addition to visual “units” (spatial location, feature, and object) that can be selectively prioritized, there are mecha-
nisms by which a unit might be prioritized, such as task relevance. Task where a viewer will fixate in a scene
(Yarbus, 1967). In a landmark study by Yarbus, participants were asked to view the same painting multiple times while
their eye movements were tracked, but given different tasks, such that the elements of the scene that were relevant to
the task changes (Yarbus, 1967). Viewers alternatively fixated different locations in the painting, despite the actual
visual information available being the same. Viewers will even often attend to task-relevant items over highly salient
scene regions (Foulsham & Underwood, 2007; Henderson et al., 2009), allowing for efficient interaction with the world.

Tasks flexibly change which features and units of information are prioritized on a moment-to-moment basis. When
looking for a traffic light before crossing a road, the immediate task might trigger feature-based attention for the physi-
cal properties of the traffic light (rectangular with red, yellow, and green lights) and spatial attention to its usual loca-
tion (generally found on street corners, high up off the ground) (Eckstein et al., 2006; Malcolm & Henderson, 2010;
Neider & Zelinsky, 2006). When the viewer's task updates, e.g., cross the road, the new goal (navigate through the envi-
ronment) similarly drives attentional deployment to new feature and spatial properties (white stripes outlining the
crosswalk on the ground, gaps between approaching pedestrians, etc.). In this way, it is the features and spatial arrange-
ment of the world interacting with the viewer's current task which determines where we visually attend to in a scene.

3 | VISUAL ATTENTION: BEYOND LOW- AND MID-LEVEL UNITS OF
ATTENTION

3.1 | Semantic relatedness

The world we observe is not solely made up of low- and mid-level sensory information (as in spatial locations, features,
and object shapes), but is also rich with semantic meaning, which includes information related to an object's identity,
how an object relates to or interacts with other objects in the scene, and in what contexts an object is likely to appear.
Vision research, in particular, has shown the importance of semantic information in guiding attention. Both the global
meaning of a scene (Eckstein et al., 2006; Torralba et al., 2006) as well as local meaning such as the identity and spatial
relationship of objects (Peacock et al., 2019; Wu et al., 2014) can direct eye movements to relevant spatial locations. In
particular, expected spatial relationships, or spatial-licenses, shape expectations about the location of objects in a visual
scene (Hollingworth & Henderson, 2002; Malcolm, Groen, & Baker, 2016; Torralba et al., 2006). These spatial licenses
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can be physical: objects generally are supported by surfaces rather than floating in space (Demiral et al., 2012; Võ
et al., 2019). Alternatively, spatial-licenses can be semantic: how an object is used provides probabilistic information
about its likely location. For instance, when given a description of the function of an invented object, participants were
able to find it more quickly if it was in a location consistent with its function, despite no prior visual experience with
the object in a scene (Castelhano & Witherspoon, 2016).

Attention can also be guided by more abstract high-level semantic relationships (Belke et al., 2008; Hwang
et al., 2011; Mack & Eckstein, 2011; Moores et al., 2003; Neider & Zelinsky, 2006; Shomstein et al., 2019). For instance,
if you see a small dog, you expect to look up and see an owner nearby. This type of object-based semantic bias of atten-
tion has been suggested to intrude even when it is irrelevant to your goal (Cornelissen & Võ, 2017; Malcolm,
Rattinger, & Shomstein, 2016; Nah et al., 2019, 2021; Peacock et al., 2019) suggesting that once an object is in working
memory—either from a cue or direct fixation—it activates a semantic network that biases attention within a scene. In
this manner, certain items will be prioritized without intentional deployment of attention.

Recent neuropsychological and neuroimaging literature provides evidence that semantic information is derived by a
broadly distributed neural network, lateralized toward the left hemisphere (Binder et al., 2009). Specifically, the left
inferior frontal gyrus (IFG) has been demonstrated to be crucial in the control of semantic information, including the
retrieval and evaluation of meaning (Fiez, 1997; Gabrieli et al., 1996; Thompson-Schill et al., 1997; A. D. Wagner
et al., 2001; R. K. Wagner et al., 1997) and as a key region that computes semantic similarity (Carota et al., 2017). Addi-
tionally, several recent studies point to the pervasiveness of task-relevant semantic information within the perceptual
system (Bar & Aminoff, 2003; Binder et al., 2009; Brady & Oliva, 2008; Greene & Fei-Fei, 2014; Livne & Bar, 2016;
Lupyan & Spivey, 2010; Thompson-Schill et al., 1997) with direct evidence of semantic representations decoded
throughout the ventral visual cortex, from the occipital to temporal pole (Çukur et al., 2013). Importantly, Nah
et al., 2021, in a recent study, fleshed out the neural network that is responsible for semantic influence on attentional
selection which is independent of the task. It was demonstrated that the left IFG shows sensitivity to object semantic
relatedness, with activity in IFG directly predicting the degree of behavioral benefit of faster response times for targets
that appear on task-irrelevant semantically related objects. It was also shown that semantic relatedness biases spatial
attention maps in the intraparietal sulcus, subsequently modulating early visual cortex activity.

4 | SENSORY INFORMATION IS SELECTIVELY PRIORITIZED BOTH
WITHIN AND BETWEEN MODALITIES

Unisensory studies of attention often rely on a core assumption: findings about attentional processes identified in a
study of one sensory modality generalize to attention as a whole. The visual attention findings described above robustly
describe how attended visual information is selected over non-attended information at other visual spatial locations,
with other visual features, or associated with other visual objects. The mechanisms identified through this vision-only
research are no doubt important in real-world settings. However, if attentional resources are distributed in a dynamic
fashion across sensory systems, studies of attention in one sensory modality in isolation cannot fully capture the
processing underlying prioritization in real-world scenes. A cue or a distractor may differentially influence attention to
a target, depending on whether it is in the same or a different modality than the target. For example, a bright light
(visual distractor) and equally intense loud music (an auditory distractor) may differentially impact someone's ability to
attend to the book they're reading (a visual task), even if at the same signal intensity or spatial location (Figure 3).
To understand how signal intensity modulates distraction from a visual task, it is necessary to understand both how
same and different modality distractors influence attention to that task. Above, we provide a brief summary of the
visual units and processes that shape visual attention. Below, we briefly summarize how auditory units and processes
have been shown to shape visual attention (Driver & Spence, 1998; Hillyard et al., 2016; Koelewijn et al., 2010;
Noppeney, 2021; Spence, 2020; Talsma, 2015; Talsma et al., 2010), which provides an example of how two sensory
modalities may interact to produce attentional prioritization.

4.1 | Crossmodal interactions

Multisensory environments fundamentally consist of information from different sensory modalities competing for
attentional prioritization (Driver & Spence, 1998; Talsma et al., 2010). This information can be integrated into a
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coherent whole (multisensory integration), but direct integration is only one of a broader class of crossmodal interac-
tions that include multisensory integration, crossmodal correspondences between stimuli with shared features, as well
as contexts where a stimuli from one modality influences memory or attentional prioritization of another. Each sensory
modality fundamentally captures a distinct but overlapping subset of information about the environment and is coded
according to different properties of the stimulus within the corresponding sensory cortices. Some information is repre-
sented through multiple senses, while other information is unique to a particular sense. For example, information
about an object's texture is processed by the visual and somatosensory systems, while information about an object's
color can only be processed by vision. It then follows that sensory information is selected for attention either through
factors that are unique to a particular modality or factors that extend across multiple modalities. For example, color
information is specific to vision, so attentional prioritization for a particular color can be explained entirely through pri-
oritization of visual information. If you are looking through a room for something red and see a red alarm clock by the
bedside, the visual information associated with the alarm clock (e.g., round, on the nightstand) was prioritized due to a
visual feature (redness). However, that same visual information could have been prioritized on the basis of an auditory
feature. If you hear an alarm ringing, you can use interaural differences in the auditory signal to identify the ringing's
spatial location and selectively prioritize visual information at the corresponding location. In this way, information that
is specific to audition (the alarm sound) could selectively prioritize information specific to vision (the alarm clock's face,
showing the time).

Carefully controlled studies of multisensory perception have begun to establish the underlying mechanisms and
principles of how attention might transfer from one sensory modality to another. Auditory spatial cues improve percep-
tion of visual information (McDonald et al., 2000) and correspond to increased processing for that location (Busse
et al., 2005; McDonald et al., 2013, 2003). These effects are not simply spatial in nature, but extend to learned associa-
tions. In a study where participants were taught associations between sounds and visual images, those learned
associations between crossmodal features result in interference in a crossmodal flanker spatial attention task (Jensen
et al., 2020). Spatial coincidence or learned associations can lead to multisensory attention effects, even though the per-
ceiver is not necessarily combining them into a unified integrated object.

In the real world, simultaneous multisensory signals often originate from the same source and could be prioritized
as an integrated whole. In certain situations, information is part of some overall integrated multisensory object or event,
for example, an alarm clock ringing, in contrast to information originating from disparate sources, for example, a secu-
rity alarm going off while looking at a clock on the wall. With the alarm clock, the auditory and visual signals are not
only occurring at a similar time and place, but are caused by the same event and are perceived as a coherent whole
through multisensory integration. Multisensory integration is a complementary process that combines subsets of signals
across modalities, ensuring that information from the same event is grouped together and information from different
events are kept apart. Multisensory events (e.g., passing a barking dog on the sidewalk) are collections of unisensory

FIGURE 3 A conceptual schematic of how an attentional priority map during a visual task could be differentially changed by a visual

only distractor, auditory only distractor, or audiovisual distractor – necessitating direct study of each condition.
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signals (e.g., seeing and hearing the dog) bound together and kept separate from other overlapping multisensory events
(e.g., an ambulance passing by).

Multisensory integration can occur pre-attentively, with audiovisual integration effects observed in patients with no
awareness of the visual information (Bertelson et al., 2000). When multisensory information is integrated pre-
attentively, some evidence shows that multisensory events are particularly effective at capturing attention because the
redundant information from multiple sensory systems renders an item more salient. That is, “multisensory” may itself
be a feature that leads to additional prioritization. In a multisensory event, the sensory systems have captured redun-
dant information through different sensory systems. The additional redundant information may allow these objects to
compete for attention more effectively: a cup of coffee might preferentially capture your attention because you can
smell and see it at the same time and there is more sensory information in total.

Simultaneous information from multiple sensory systems has been shown to improve search even when the infor-
mation itself is not relevant to an ongoing task. In the classic redundant signals paradigm, faster response times are
observed for audiovisual over visual only or auditory only signals (Hershenson, 1962; Miller, 1982). This effect was
extended to search through the “pip and pop effect,” where a sound improved visual search performance even though
it did not provide helpful information for the search task. Participants were presented an array of line segments and
asked to identify either the vertical or horizontal line with trials either having no sound or a task-irrelevant tone.
Despite being strictly visual task and the tone not providing any task-relevant information, participants responded
faster to visual cues presented with a tone (van der Burg et al., 2008). Similarly, simultaneous auditory tones were
shown to increase the magnitude of spatial cuing effects in visual search (Matusz & Eimer, 2011). These effects suggest
there is some general attention benefit to having information available in multiple sensory modalities.

In a more direct comparison of uni- and multisensory stimuli, Santangelo and Spence (2007) had participants report
the location of a visual target following either auditory, visual, or audiovisual cues. The multisensory cues captured
attention even under high attentional load of a secondary letter identification task, while the unisensory auditory and
visual cues did not capture attention when the load was high. Further research has shown that objects encountered
through multiple sensory modalities are remembered to a greater extent than unisensory (Duarte et al., 2022; Thelen
et al., 2014), potentially suggesting improved encoding due to greater attentional allocation. These findings support the
suggestion that multisensory stimuli are particularly salient, since the effects are maintained even when other factors
are competing for attention.

However, other findings show that the additional salience afforded to multisensory events is highly sensitive to the
overall context, rather than an inherent feature of multisensory events due to the increased saliency of redundant infor-
mation. These findings are consistent with studies showing that attention sometimes precedes multisensory integration,
such that information is only integrated when both modalities are attended (Talsma et al., 2007). In a recent study, mul-
tisensory targets were found more quickly than unisensory targets in a search task, but when the same stimuli were
used as distractors in a visual search task, the multisensory stimuli were not any more distracting than the unisensory
stimuli (Lunn, et al 2019). A further study showed that multisensory distractors only interfered with task performance
when they were within the attentional set as either a valid cue or a potential target (Spence, 2020). Similarly,
crossmodal attention effects are not necessarily bidirectional. Auditory distractors for visual tasks and visual distractors
for auditory tasks will not necessarily have an equivalent effect, which would be expected if the attention benefit is
derived from there simply being more information available (Ward et al., 2000). The mixed results suggest that the
influence of multisensory events is more complex than that events with more information are prioritized to a greater
extent. Instead, multisensory objects interact with other factors (e.g., task relevance) in attention. Further research is
necessary to unravel how multisensory signals are prioritized among the other ongoing factors impinging on attentional
allocation.

4.2 | Neural mechanisms underlying audiovisual and visuotactile attention

Visual information inherently occupies a spatial location, so any attentional modulation ultimately results in a change
in attention at a given spatial location (whether within or across modalities). The parietal cortex has been previously
identified as a potential location for a spatial map of attentional prioritization (Behrmann et al., 2004; Bisley &
Goldberg, 2010; Grefkes et al., 2002; Shomstein et al., 2022). These identified priority maps have been shown to be mul-
tisensory (Macaluso et al., 2003), but each sensory system processes spatial information in a manner specific to the sen-
sory organ's biological structure (e.g., visual spatial information is retinotopic, while somatosensory spatial information
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depends on receptor location). It is not fully understood how this information is coordinated and collapsed into a spatial
priority map that would allow for the behavioral effects in crossmodal attention to be observed. If attentional selection
occurs primarily through differential regulation of signals in the parietal maps, this information must all be remapped
into a shared coordinate system that is continuously updated. Attention to a visual feature of an object can result in
coactivation of auditory features of that object, and vice versa with auditory object and a visual feature (Busse
et al., 2005; Molholm et al., 2007; Talsma et al., 2007). The parietal cortex does receive direct inputs from visual, audi-
tory, and somatosensory cortices and represents multisensory information (Behrmann et al., 2004; Kravitz et al., 2011)
and is therefore a likely candidate for this integration. Evidence has also shown that remapping does occur: visual input
can be remapped to a coordinate system consistent with somatosensory input to underlie reaching behavior (Sereno &
Huang, 2014) and auditory information has been shown to be converted to retinotopic coordinates, with sound infor-
mation even remapped during saccades in parietal and intraparietal areas (Schut et al., 2018; Szinte et al., 2020). This
evidence for remapping in parietal cortex is consistent with studies identifying locations for computations in the multi-
sensory processing hierarchy, with sensory fusion processing linked to parietal–temporal regions (Cao et al., 2019) and
intraparietal sulcus (Rohe & Noppeney, 2015). In addition to spatial coordinate remapping, crossmodal information can
be lined up through temporal processing, which may explain the crossmodal effects in sensory modalities with lower
spatial precision than vision. Oscillatory attention signaling has also been proposed as a mechanism by which sensory
information is coordinated (for review, see: Senkowski et al., 2008; van Atteveldt et al., 2014). This entrainment may
allow for better temporal prediction. These various mechanisms of multisensory processing must dynamically coordi-
nate with other higher level, such as prior expectations and semantic processing, which remains an open question.

5 | HOW DOES SEMANTIC KNOWLEDGE GUIDE ATTENTION IN
AUDIOVISUAL CONTEXTS?

Investigating the role of crossmodal information can deepen our understanding spatial, feature, object based, and task-
relevant attention. However, it is particularly crucial to understand the role of multisensory information in studies of
semantic guidance of attention. As described briefly above, semantics are known to strongly guide attentional prioritiza-
tion. Semantic information is derived from our prior experience, taken from any available sensory information. Your
past experiences with a kitchen were multisensory in nature (the look of a fridge, the whistle of the kettle, the smell of
spices cooking). These multisensory experiences resulted in semantic information that is either an amodal (not specific
to any sensory modality) representation or crossmodal due to semantic associations across sensory modalities. To fully
understand real-world attention in meaningful multisensory environments, the role of semantic information in guiding
attention must be studied in greater depth. Semantic guidance in audiovisual attention has often been studied by dis-
playing pictures of objects with “characteristic” sounds, that is sounds that are strongly associated and matched to the
visual information such as a picture of a cat with a meow sound. These characteristic sounds—even when they do not
provide spatial information (they come from central speakers)—can direct spatial visual attention (Iordanescu
et al., 2010, 2008).

In a series of visual search paradigms, participants were shown an array of objects and asked to indicate the location
of a target, while a sound played that was either related to the target, another item in the array, or an object not in the
display. For example, when the target was a dog, hearing a bark facilitated visual search speed. However, when
the sound related to a distractor item (e.g., the sound of flushing when a toilet was also in the search array), this facilita-
tion effect disappeared, showing that it was specific to the relationship between sound and object and not a general ben-
efit of sound. The effect has been further replicated in more naturalistic conditions, with characteristic sounds
facilitating search for objects in videos of real-world scenes (Kvasova et al., 2019). Characteristic sounds have further
been shown to improve memory for objects in complex scenes (Almadori et al., 2021; Heikkilä et al., 2015). This effect
additionally seems to be rooted into the semantic relationship specifically between the auditory and visual signals,
rather than a purely conceptual relationship between items that does not rely on the sensory information at all. Rather
than a sound leading to prioritization of a picture, it is possible that both are mapped to an abstract concept, just like
the word “dog” would be, meaning semantic guidance of attention does not need to be studied with information from a
particular modality. If this was the case, it would not be important to study the role of semantic guidance of attention
in multisensory contexts because the effects can be fully studied with words. However, when Iordanescu et al. (2008)
replaced the object array with a word array (the word dog, rather than a picture of one), the congruent facilitation dis-
appeared suggesting that congruous sounds facilitate processing of the target's visual features (here, the representation

WEGNER-CLEMENS ET AL. 9 of 16

 19395086, 0, D
ow

nloaded from
 https://w

ires.onlinelibrary.w
iley.com

/doi/10.1002/w
cs.1675 by G

eorge W
ashington U

niversity, W
iley O

nline L
ibrary on [23/01/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



of dog-like visual features) but the processing does not occur on a purely semantic level. In other words, external infor-
mation provided in one sense (sound of a bark) facilitated the processing of external information in another sense (sight
of a dog), but did not facilitate the processing of more abstract representation (a word).

It is still unclear whether crossmodal semantic guidance is an automatic process, with relevant studies showing
how semantic guidance interacts with overall attention load. In a paradigm using characteristic sounds,
Mastroberardino et al. (2015) showed participants a dog and cat, and played either a bark or meow. The dog and cat
then disappeared, and participants had to perform an orientation discrimination task on a Gabor patch where the
objects had been. When the Gabor was in the same location as the sound congruent picture, participants better identi-
fied the orientation but only when the orientation discrimination task was difficult, suggesting that semantic guidance
of audiovisual attention is modulated by attentional load. The results suggest that semantic guidance might not be an
automatic process, but instead provides additional prioritization only in contexts where it can be helpful. However,
future work will be needed to determine how semantic information modulates prioritization along with each of the
other possible factors guiding attention in multisensory contexts.

6 | REMAINING QUESTIONS

Despite several decades of progress in studying single sensory processing mechanisms, many open questions remain
about the role of multisensory attention in perception of real-world environments. The factors and mechanisms that
shape attentional prioritization within each sensory modality need to be tested in multisensory paradigms with natural-
istic, semantically rich stimuli. This research is likely to become the ‘new frontier’ within attention research.

6.1 | What types of semantic relationships guide attention in multisensory contexts?

Few of the semantic relationships that individuals encounter have been examined and mechanistically understood, par-
ticularly for relationships across sensory systems. Even within the same “unit” of attention (e.g., object-to-object) sen-
sory signals can potentially have numerous semantic associations: two sensory signals might belong the same source
(e.g., the sight of a dog and barking), might share the same overarching category (e.g., an image of an apple and an
orange both show fruit), or might be likely to occur in the same context (e.g., an umbrella and a rain coat are both used
in a rainstorm) (Figure 4, left box). In addition, each of these factors do not influence attention in isolation. Carrots
may be classed as a piece of produce (e.g., related to apples and oranges), as an item found in kitchens (e.g., related to
oven mitts and kettles whistling), and as an ingredient in a stew (e.g., related to a spoon and a pot) (Figure 4, right

FIGURE 4 An illustration of the possible and overlapping ways that sensory information might be semantically related, both within

and between sensory modalities. Any given item may have multiple semantic relationships with various items in a scene, as is shown with

the carrots on the right box.
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box). Some of these relationships overlap or are hierarchical, like the fact that making a stew usually happens in a
kitchen. This complexity exists for each object in a scene: a pot could be associated with carrots as part of making
a stew, or alternatively with a drum because of a similar percussive sound, an oven mitt could be associated with other
kitchen objects like the carrots or with winter gloves because both protect the hands. To complicate matters further,
these individual objects are embedded within a larger scene context that holds additional semantic information. The
source of the signal, an object, therefore, can either be semantically related to the scene it is embedded in (e.g., a kettle
boiling in a kitchen) or it can be semantically unrelated (e.g., a kettle boiling in a dog park). Any of numerous highly
complex, multimodal, and hierarchical relationships guide attention in real world environments. Human judgments of
similarity, such as those in the Sight Sound Semantics Database (Wegner-Clemens et al., 2022), can account for some
of this complexity by basing it in participants' overall perception of similarity, rather than the experimenter selecting a
particular definition of semantic relatedness (e.g., co-occurrence, category membership) and using it as a proxy for
semantic relatedness as a whole.

Despite the diversity of semantic associations possible, existing semantic guidance studies using audiovisual contexts
(e.g., Iordanescu et al., 2008; Kvasova et al., 2019) have focused on the semantic relationship between two signals that
share a source (e.g., an image of a kettle and the sound of a kettle). It is not yet known whether the demonstrated effect
of shared-source semantic relationships on attention extends to other types of semantic relationships (category, co-
localization, scenes) or is derived from an overarching semantic process. It is possible that shared-source relationships
are unique among semantic relationships because these are signals that can, and are likely to, be integrated into a
coherent multisensory object. Multisensory integration is highly sensitive to source information and prior expectations
(Cao et al., 2019; Gau & Noppeney, 2016; Körding et al., 2007; Noppeney, 2021). The neural mechanisms underlying
causal inference could explain the attentional advantage for signals with a shared source semantic relationship. If the
underlying mechanism is linked to causal inference, the attentional benefit is not necessarily derived from the semantic
relationship and may be unique to the shared-source semantic relationship. Without testing other types of
semantic relationships, it is still unknown whether crossmodal guidance of visual attention by sound is truly semantic
guidance or guidance through a causal inference mechanism. Characterizing the attention effect with different distinct
semantic relationships has the potential to provide a much more robust understanding of the exact underlying mecha-
nisms and processes of crossmodal guidance of attention.

6.2 | How does semantic information interact with other attentional processes?

Semantic information may influence attention differently depending on non-semantic factors within the scene. For
example, if a scene strongly drives attention to a particular object-based or low-level feature (e.g., the only red object
among gray objects), semantic modulation may have a much smaller effect than it otherwise would in a situation with
weaker task demands. As described above, some research has shown that multisensory information is ignored when
not relevant to the goal (Mastroberardino et al., 2015), but also, conversely, that task irrelevant information from
another modality can guide attention (Iordanescu et al., 2008). These findings appear contradictory, but likely reflect
complex interactions between the various attentional processes both within and between sensory modalities. Different
attentional processes variably compete or combine to set the overall prioritization map for every bit of information
available in the environment. Interaction with other cognitive mechanisms and individual differences (such as variation
across the lifespan or clinical groups) could also further modulate how attention prioritization operates in semantically
rich multisensory contexts. These processes may also operate differently for different pairs of sensory modalities, such
that an audiovisual relationship between two signals, as primarily discussed here, does not have the same influence on
attention as a visuotactile relationship. Further work will need to determine how competing attentional processes prior-
itizing different information in different contexts, across individual differences, and across different pairs of sensory
modalities are resolved.

7 | CONCLUSION

Traditionally, experimental psychology has approached the complexity introduced by real-world environments by sepa-
rating attention from multisensory processing, sensory modalities from each other, and specific features of stimuli from
the larger whole. This ground-up approach has been highly informative, producing a foundation of knowledge about
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each component cognitive process, sensory system, and a number of factors that can modulate attention. Research has
now begun to move to investigate real-world scenes, where multisensory interactions and semantic information is par-
ticularly relevant. The time, therefore, is ripe to focus on semantics and multisensory interactions to fill in the gap in
knowledge and move toward understanding attention in real-world environments.
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